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CHAPTER I: INTRODUCTION 

'::;olt 3erEnek a:1d Newman Inc. (iBN) is pleased to subr.1 i t a design 

for the IE? SU"::::1ft and a proposal for the ir:lplen:entat1on of the 

initial system . vie reel that our prior experience, the degree 

of our in t erest , and 0,11' ability t o assign a singularly strong 

technical team provide an excellent basis for creditable perfor­

mance on t!lis system job . Appendix A discusses appl1cable BBN 

prior experience, briefly describes BBN facilities , and provides 

a recent B3N Annual Report. 

\~ e hav'e studied the technical problems of the HlP subnet exten­

sively and we present 11'1 this proposal a detailed de Sign. This 
design 1s substantial ly in consonance ·<lith the requirements given 

in the RF~ ; in some cases , we suggest variants and explain the 

basis for our views . 

BBN has obtained the interested cooperation of the Co~puter Con­

t~'ol Division of Honey...:ell for the provision of hardware and tech­

nical assiste!"'lce on a SUbcontract basis. Honey~;ell will provid e 

DDP-5 l 6 cor.puters , specialized int e rface hardware , maintenan ce, 

systems engineering assistance, and field engineering assistance. 

A~pendix B includes a Honeywell subcontract proposal and letter of 

cornmittment , ment ions the Honeywell personnel to be involved in 

tec hn ical assistance , provides a brochure about the DDP-5 l6, and 

provides a Honeywell summary of the special equi pment. 

In addition , and separate from the five copies of our proposal , 

a single copy of several other descriptive Honeywe l l documents con­

cerning the DDP-516 are provided as supporting material . Although 

some aspects of the comput er choice are discussed in the body of 

I-I 
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the p::,oposal , J:.;:pendix ;) provides a ::-.ore detailed discussion of 

the !-;oney;,ell/DD?- 516 choice . 

The oody of this proposal is div~ded into four parts : 

CHAPTER II: TECHNICAL OVERV!E"I, ,",'here I-Ie discuss broad system 

~.ssues a!'ld provide a basis for our design chc~ces . 

CHAPTER III: ?ROPOSED SYSTEH DESIGN , \oihere \ole describe the IMP 

subnet as we propose to implement it. Supporting 

this section are Appendix C on timing comput atlor:s 

and the RFQ model, Appendi x E on details of the 

hard\~al"e interfaces , Appendix F en softw(!.:-e de­

tailS , and Appendix H on nehlork simulat ion . 

CHAPTER IV : 

CHAPTER V: 

IJ.1PL.alENTATION PLAN, Where we describe our sc::edule. 

work scope , and plans for field installation and 

testing . More detail on testing is included :!.n 

Appendix G. 

TZC!lNICAL TEAM, where we discuss · the BBN people "It,o 

would participate in this effort and the allocation 

of responsibilities . Supporting t!'lis section is 

Appendix J which provides r~sum~s of these pecple. 

A c~st proposal is provided as a s eparate document , which also 

discusses BBN conformance with the various legal requirement s of 

the RFQ . 

We are extremely int erested in this project and would exert our 

verl best effor~s toward making the net a useful reality . 

1- 2 
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CHAP TER II; TECHNICAL OVERVIEW 

The ARPA network 1s an experimental system. Its purposes are, 

first of all, to identify and find a solution to the problems 

associated with coupling many large time-shared computers to­

gether. A ~econd major goal of the network 1s to provide a ve­
hicle for investigating how a network ls used by the community 

of users that i t services. Finally. the network should provide 

the basis for developing communications, documentat ion, and pro ­
gramming techniques that will enhance the interchange among users, 
thereby increasing their productivity. 

Because of its experimental nature, the ARPA network must be 
viewed as a growing and evolutionary -system. The first two 

stages of its development are discussed in the RFQ: (1) a ~ -node 

initial net followed by expansion to (2) a 19-node net. Parall el 
with these two stages, -an experimental program is implicit. Dur­

ing evolution of the net, observation wi ll be made and experiments 

will be performed to determine how the net is used, and to discover 
ways of increasing its capacity and in improving the facility with 

which i t may be used . The initial design will, hopefully, prove 
sufficiently robust so that it may be used for an extended period, 
be expanded to include other nodes, or serve as a prototype for 

other Similar nets. On the other hand, a major redesign may be 
indicated and ·a second generation network system developed. 

Our proposed design should make this evolution and growth grace­

fu l . By designing with a sufficient fac t or of safety, the hardware 

configuration of the IMPs should have sufficient expans ion capabil­

ity so that major changes to the hardware will not be required. By 
allowing suffiCient unused processor time and core memory, it should 

II- I 
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be possible to expa~d the fu~ctlon' t hat are performed b~ the soft­
... ·are a, new requirement s aT! encountered . 

w. tak , eh, position that it ui tl b. difficuLt :0 rook . en , syst'm 

uork. As a consequence we have devoted considerable a t tention to 

t echnlque~ for simplif1cat ion, f or improving reliabi l ity. and for 
testi ng the state and perfQrmance of system elements for correct -
1no or recovering rro~ fai lures of many different kinds. Our pro­
posal stre" es an i nitial i mpl ementati on . which, wherever possible , 
provides a s1mple. re l iab le , uncomplicated approach. We fe el t hat 
complexities and elaborations may be added later, once the net has 

at ta ined a sufficiently reliab l e and useful state. 

Our desi6n for the network , discussed in detai l in Chapter III , is 
a result of careful considerat i on of a number of impor tant teehni ­

ca l and operational issues . In the remainder of this Chapter, we 
di seuss these issue s and show how our desi&" provides a reasonab le 

treatment of these i ssues . F1rst, lfe present our eoneeption of 
t he network task allocation. Then we describe t he communieations 

proble~s assoe iated with the net . Operational, rel1ab1lity, and 
implementation problems are cons1dered next and then experimental 
procedures with i n the network. 

A. Tas k All ocat i on 1n th e ARP A Network 

Th1s network is envisioned as an i nterconneeted communicati on 

facility t ,hat wi ll allow researchers at ARPA- supported faciliti es 

to utilize eapabilitie s available at other ARPA si t es . The net ­

work will provide a link between user(s) progr ams at one site , 

and programs and data at remote s ite s . A t ypical use mi ght 

II- 2 
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involve a question-answering program at BBN working on extracts 

from a data base available at SDC. (Because of serious timing 

problems, it 1s not anticipat ed that an MIT program will be able 

to control the SRI robot 1n real-time] ~ t~ c... ~.............:t '1 

AI). the ARPA contractors are independent research e s tablishments, 

many with vested interests 1n the development of their own t1me­

shared systems. To simplify the problem of communication between 

nodes of the network, each site 1s to be provided with a small 

co~puter . an Interface Message Processor (IMP). The ARPA net ­

work could have been constructed without any IMP, . That is to 

say, each Host could have been forced to deal with line disci­

pl ines and errors entirely without an interrace machine. The 

decis ion to include IMPs , and to produce a subnet , implies a 

strong deSire to save each Host some or this time and trouble 

and to concentrate it in one standardized pla:::e. narr.ely the IMP. 

This basic decision produces an incentive ror trying to do, 

within the HiP , all t hose computational and logical tasks that 

can be reasonably done to save the Hosts dirriculty . (While 

some IMP tasks are obvious , such as line discipline or store and 

rorward , there are other t asks that li e in a gray area: how 

shall the diverse representations or binary ~ata be rerormatted~ 

Or where should word length repacking occur~) Unfo rtunately, 

placing all the ~etwork burdens on the IMPs leads to IM~WhiCh 

grow without limit and to. a network that is complex , difficult --- .. _--
:? implement , and probably unrel1able . , 

I. There are a number of crUCial questions of Host -n~p effort 

apportionment where a flexible Laissez faire approa:::h will prob ­

ably compromise early realization of reliable network operation. I 
I 
I 

These questions include: 

II - 3 
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1) Shall the H,P ":le dependent , for its normal ot:-eratlons, on 

the status of the Host: 

a) By having HlP programs loaded from, started ~y or stopped 

by the Host? 

b) By having the Host provide buffer storage, backup stor­

age, or program storage for the IMPs? 

2) Shall real- tlr.e modification of networK functions or pro ­

cedures be per~itted : 

3) 

5 ) 

a) By allowing a local or remote Host to modlr~ IMP programs 
1n real- time? 

b) By all<?wlng a Host "master" to request the running of 
special procedures? 

Shall Host programmers normally write , debug, and implement 

IMP programs? 

Shall the Host- IMP interface be implemented by the Host , 

the network contractor, or partly by both? 

Shall the HlP ":::>e used to 

a) Such as reformatting 

b) Modify the protocol from its Host style to that of a re ­
mote Host? 

After considerable thought , we have reached the conclusion that 

the H1Ps and their operation should be initially implemented 
with the maximum logical separation 

mers that can possibly be obtained . 
from Hosts and Host program­

We feel that this logical 
separation is 
of the net. 

crucial for the early and reliable implementation 

There are several reasons for this opinion. First, 
if our own experience with time- shared systems is any guide , 

II- ~ 
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~ost co~puter systems will undergo continual modification of both 

hardKare and sofn/are, and there ",01111 be frequent and lengthy 

service interruptions. Second, each Host would handle storage of 

Ir~p data/programs in a different way , with a high probability of 

requiring differences in the HIP programs to handle such Host dif ­

ferences ; at ,the very least , timing would certainly be unique to 

each location . Third, debugging and maintaining a system where 

,one machine controZs the program of other machines in real time 

is risky ; establishing a situation in which mistakes in a con­

trolling Host could damage the net is, in our view, an unreason­

able initial design plan . ·Fourth , if the network contractor must 

!;eco!:le familiar with hard ... ·are/software of many different Host 

types, the cost, duration , and difficulty of · the initial imple ­

mentation will skyrocket. 

The question of Host programmers writing code for the I11P deserves 

special attention. We can certainly see the pressures for such an 

arrangement; not only might it be technically .convenient , but the 

idea of an untouchable computer on one"s premises is a bit hard to 

take . The RFQ clearly showed ARPA ' s concern over this issue with 

talk of locks and memory prot ection . Several issues affect this 

question ; 

1) .. The program will be organize.d to perform !;lost crucial tasks 

within interrupt routines, and great attention ·,,.ill have to 

be applied to issues of timing. Under such circumstances , we 

feel that . protected memory alone offers only toke n protection 

and that a supervisor mode to protect I/O control , and yet to 

permit adequate timing control , would be difficult to imple ­

ment reliably , and would greatly complicate the software de ­

Sign . 

II - 5 
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2) f>. Host \~ritten program presumably would b e intimately related 

to the Host - H ,P i nterface and the rest of the H IP program -

but the control of this interface and the control of Host -Ir~p 

data r;).te is crUCial to proper networK management . We feel 

t hat any such process should be tailored as carefully as pos­

sible , with full knowledge of the entire program design. 

3) Finally, it seems obvious t hat initiaZZlf only the IMP con­

tractor w111 understand the I MP program, while later some 
Host programmers may be inclined to study it and become ex ­
pert . This 1s especially true in the early stages of net de­

velopment, When the IMP program w111 be changing frequently . 

There 1s an interesting and i nstructi've analogy which may be drawn 
between the IMP-communication-subnet and the telephone network. 

Despite changing times and changing views about "foreign attach ­
ments" to the phone system , the rigid sition that customers m 

not tamper wi th telephone equipment has contributed to the reli­

abilit y of the phone network . Similarly, if customers initi.ally 
avoid I MP programming , the reliability of the net will be en­

hanced . 

From these deliberat i ons we reached the follow i ng conclusion :' 

initially , Host programmers should not be allowed to program the 

H1Ps . This should be accomplished legislative ly , and no special l 
techn i cal barriers should be attempted . Later, when the network 

runs, the issue should be re - examined; if particular Host pro ­
grammers are sufficiently interested to become expert, it may well 

make sense to have a standard authorization procedure for modi f i ­
cation that allows or even encourages Host programmer participa­

tion . 
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T:'1.US , \<"e have tailored this proposal to arrange a high degree of 

isolation beth'een :;nings t!1at happen 1:-: the l~l? and things that 

happen 1n the Host. This general approach has a number of impli­

cations: 

1) As discussed aoove , in early use of the network. only the 

network contractor 1.'111 program the IMPs. Special tailoring 

of IMP progra!:'.s for a given Host w1l1 initially be avoided 

to the maximum possible extent; if there 1~ a sufficient 

reason for special tailoring of an IMP program at a given 
Host, such special tailoring shall be 1mplenented by the HlP 

contractor. [We have, however, made provision 1n the IMP 

program design to permit data transfol"IT.ation routines to 
exist in a "background fashion that does not upset the timing 

of urgent tasks.] 

2) The program in the H1Ps shall in no ... ·ay be affected in real 

time by any Host. That is to say, the Host shall not be 
used for program storage for the IMP , the Host will not be 

used for message buffer s t orage for the IMPs , and the Host 
shal l not be used to reload or restart the Il1Ps. Most ac ­

tivity, such as the gathering of statistics, which are de ­

sirable on the part of the IMPs , will be built in as a 
regularly run part of the IMP . 

3) We feel that the interface between the IMP and the Host 
should be implement ed in two physically separate parts. 

Specifically, we believe that the part of the interface 

aSSOCiated with the IMP should be standard at all sites and 
should end in a cable connector with a specific description 
of the signals on that cable . We t hen believe that a match­

ing half of the interface, special to each Host, should be 

implemented by the Host or under the direction of the Host. 
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This proposal does not cover the desisn or implementation 

of the Host side of the two- part Host - H,? interfaces . We 

believe this logical separation is most important and will 

permit the network contractor to avoid becoming enmeshed in 

the software/hardware problems- of the Host sites . 

We believe that the problems of bringing such a net into existence, 
even with these logical simplifications, are so severe that the ad­
ditional complexities whi ch might be caused by more tightly coupled 

relations to Rests could make it difficult for the net to fUnction 

at any early time. 

8. Communications Issues 

From a communications viewpoint, IMP-to-IMP communication will be 

substantively different from communication between an IMP and its 

Host in either direction. The channel between any two IMPs is a 
synchronous channel , synchrony being effected by fixed rate mes­

sage transmission and the continual retransmission of a SYN char­
acter during all gaps. Channels between IMPs and their Hosts are 

asynchronous and transmissions regulated by control Signals . 

vlhile a routine class of control Signals has been finessed in 
inter- IMP cowmunications, there are still important functions to 

be fulfilled by control messages. These range over the ability of 
an IMP to indicate the ups and downs of his Host, the prerogatives 

of a command Host, the possibilities of doing directed experimenta­

tion within the network, remote debugging and updating . and inter­

rogations of other IMPs. Our initial position is again one of 
expedience and dictates as few such messages as possible in the 

genesis of the network. With expansion and evolution, the volume 
of ~essages will undoubtedly increase . 
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As to t he questio~ of permissible message length , our 1nitial 

design phi l osophy has been in general accorc with the details of 

I the RFQ . ~!essa6e length has be e n lin-.ited and nessages segme nt ed 

into packets for purposes of error cont rol . While a certain fre e­

dom has been lost by limiting message l ength, and while segmenta­

tion impos e s the burden of re assembly , the returns 1n error con t r u l 

s;.:m~ than Ju;t1fied . Experience with the net\~ork may indi­

cate other parameter values for packet and message length; we have 

allowed for such ~odlflcat1on . 

As a packet 1s transmitted from one IMP to the next , it remains 
stored in the sending IMP until acknowledged by the receiving IMP . 

ThUS , the ""ay is clear for a receiving HIP to discard incoming 

packets, i f the occasion demands , by not acknowledging them. Re­

transmissions are instituted if acknowledgments are not forth ­

coming wi thin a suitable time period . Negative acknowledgments are 

i nsufficient , unnecessary , and not proposed . 

Note that storage is required in each HlP for forw.arding purpcses ; 

because an HiP is also sadd led with the reasseJ:lbly of messages des ­

tined for its Hos t , \~hich also re,>uires storage space , potential 

conflict arises . Our design ensures that neither function can pre­

empt all available s t or age . 

The fina l co~~unications issue involves who or what qualifies as 

an initiating source or ultimate de stination . We consider it un­

necessarily res t rictive to ban severa l Simultaneous communications 

from one Host s i te to anothe r . Our primit ive , designated a "link ," 

is the association of a program a~ one Host with a program at an ­

other . 
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C. Ope rational Problems 

.. 
4c 'I" ~e net ... 'o!'1I: w~ll be a very difficult system.to operate , at 

-, 
leas t 

~nit1ally . It is a comple x interconnection of sizable quantities 

of equipment distribut ed over much of the cont i nental U.S. Clear­

ly , careful attention must be given to the problems of r~llabillty> 

fai l ure detection and recovery, s t art UP. de~ugglng and updating 

n iP programs, and r e covery f!"om system congestion . These are the 

principal operational problems that we have considered and they 

are discussed be low. 

~ :lellability 1s a primary problem . The computer field has a his ­

tory of long , difficult and time - consuming struggles with unreli­

able hardware . [The quantity of hardware that is required for re ­

liable operation of the network is almost overWhelming] A single 
com~unication between two Hosts r equires that a minimum of four 

computers as well as a collection of interface harcware and com-
mon carrier equipment operate correctly . 

Moreover , (the IMPs are expected to operate unattended for long 

perio~s ,)Without marginal checking or daily preventive mainte­

nance. They must withstand power surges and the interference of 
nearby line printers, high -voltage scopes, or even an occasio'nal 

radio or radar transmitter. It will be un ec onomical to pay for 
on- site maintenance personnel , so on-call service will be used 

and an outage might take hours or days to fix, once detected. 

[ 

~iany feat~res usually only included in the design of militarized 

hardloo'are will enhance the reliability performance of equipment 
that is to be used in "comfortatle" enVironments , Even in labora-

I tory enVironments , people do accidently push up against, bang, 
kick , drop, shake , vibrate , heat and cool equi pment and subjec t 
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it to dust, unusual hu~ldity conditions , power- line transients 

of various sorts, an~ electromagnetic interference. To help meet 

tr.e reliability requirements on the system, we therefore propose 

I the use of a computer for which standard ruggedized 

oeen designed and delivered . The inclusion of such 

options have 

ruggedized 

ootions will increase the reliability of the system at a slightly 
increased cos t . We feel that the extra expenditure of funds 1s 

justified. Note that we do not suggest meeting military specifi ­

cations but merely that we attempt to inClude ruggedization and 

electromagnetic interference protection featUres to a sensible 

extent. Although "evidence" of the benefits of ruggedized equip -

~ent is hard to provide, we cite one example: At Lincoln Labora-

tory, UNIVAC militarized equipment was used in laboratory environ­

ments and the reliability performance of this hardware was greatly 

improved over the reliability performance of computer hardware of 

comparable complexity in more ordinary packaging . 

Careful attention must a lso be paid to the protection of int~r­

faces and the isolation of I MPs from communication trOUbles and 

Host troubles . The IMPs should run without interruption whether 

the Host is running, not running , powered - up, powered- down, cables 

connected, cables unconnected, or in any of the various possible 

combinations. Similarly, anything whiCh happens to the IMP must 

not be allowed to effect the operation of the Host. In the same 

fashion, the IMP must be protected from failures in the communica­

tions eqUipment and the failure of a given line must not be allowed 

to affect the operation of the IMP. 

The design of the interfaces must, from the outset, provide for 

protection and isolation of major components of the system. Par ­

ticular attention must also be given to grounding problems and the 
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electrical issues assocleted with complex ~nterconnectlon. There 

has been considerable experience that ground loops and other er­

rors 1n grounding techniques have been the cause of great diffi­

culties 1n bringing together assemblages of hardware by different 

manufacturers. 

In a system of this complexity it is important that orderly pro­

cedures exist for checking and testing various portions of the 

system. ~n IMP must_be able to test itself, but, even more impor-

,f tantly, an HlP must be able to test all of the surrounding digital 

hardware to which it. 1s connected] In the implementation of com­

plex real time digital computer systems, it 1s generally the inter­

face equipment and connections of e~ternal equipment that cause 

the time-consuming debugging problems. I f diagnostic programs are 

written for the HlP Which can check all th is equipment in a sen ­

sible and careful way, not only ' will the initial ins,tallation be 

facilitated, but also later debugging and maintenance will be 

greatly simplified. 

There are two general classes of such programs which must be avail ­

ab-le . Some programs must be a normal part of" the operating real 

time main program and these programs would periodically and rou­

tinely check the operation of the IMP "itself and also check the 

ope"ration of the local hardware ,to whatever e~tent is possible in 

norma l operation. "This periodic check 'should be coupled to an 

"automatic alarm or restart that will alert site personnel or re­

ioad the sY,sti!m if a check has not been made wi thin some designated 

time period. This feature will protect against an IMP halt or 

program" loop. 

A second class of programs should be specialized diagnostics which 

cannot be run when the system is in real time operation. One 
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crucial aspect of this test mode operation is t~e necessity for 

testing the input and output connections to the telephone lines . 

Specifically , input and output l1nes ::lust be able t o be cross ­

patched on the line side of the ~odem . This will permit an IMP 

to send messages that will go through all the interface equipment , 

through the modem, out on the line , back across the local patch , 

and back into the comput e r system . It 1s anticipated that the 

modems will include such facilities for cross - patching, but it 

1s important that the IMP be able to effect this cross - patch con ­

nection under program control. The HlP could then sequentially 

test all its input-output t elephone line connections under an 

automat 1c program . 

Dur1ng the in1t1al phases of network operat1on and even after the 

network becomes operat 1onal , the HIP program 1s l1kely to ':>e 

changed often . W-nen there are 'fa1lures 1n cO!lnect1ng eqUipment , 

1t may be necessary to use the IMP for debugg1ng . For both of 

these cases, there must be a s1mple way to reload the ll',a1n IMP 

program and to r e start 1t . 

There are a number of ways 1n wh1ch reload1ng m1ght be accompl1shed . 

We cons1dered us1ng the local Host for th1s funct1on, but th1s would 

make the operat1on of the II"r depend strongly upon 1ts liost - unde ­

s1rable because failure 1n the Host could jeopard1ze the network . 

We nave also cons1d.ered load1ng one Il~P from another , but have re-

- jected ·th1s approach for the in1t1al 1mplementat1on . At f1rs t , we 

would like to: avo1d the added complexity that load1ng via the net­

work woul4 1nt roduce . Anot her level of commands would have to be 

prov1ded and spec1al feat ures would have to be added to prevent ac ­

c1dental reload and propagat 1on of errors . Anot her attract1ve al ­

ternat1ve involve s the use of a very small back - up store for program 
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reloading. These are all viable alternatives , and are well worth 
eonsidering for a large net of 20 nodes . As we gain some ex­

·par1ence with the net, we will want to consider aut omat ic types 

of reloading. 

For the 4-node net the reloading problems are less critical and a 

simple inexpensive solution 1s pro~osed 1n the form of a paper 

tape reader at each nIP. In addition , we propose a simple start ­

up procedure whereby the master program can be loaded , the I1~P 

started on its ordinary initial test sequence and sequential con­
nection be made to the 11nes , followed by ordinary real time 

operation - with only one or two button pushes . Thus when a new 
issue o f a program is delivered to a given Host location, the 

per~on assigned to the operation of the IMP can presumably reload 
and restart that program by loading the tape and pressing the 

buttons. As a result of a momentary failure, the IMP program may 
be placed in an inoperative state. In such an event, the auto­
matiC failure detect i on system would request a reloadi ng of the 

program. 

After IMP S have been installed in the field, updated ver s i ons of 
the software will be distributed via paper tape. As long as t~e 

network has a small number of nodes , paper tape should prove to 
be an adequate vehicle for communicating program changes. When 

the network ~ecomes large, this procedure may prove unwieldy if 

program changes occur tOO often. In this event, it may prove de­

sirable to implement an updating and reloading procedure usinc an 
automatic local loading procedure or the network facilities ther.­

selves. This, however, is a prOblem we will avoid initially . 

A more serious problem occurs where hardware or software bugs ar~ 

encountered in the fleld-inst~lled network. If these same bUc5 
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do not manifest themselves in the laboratory prototype, then field 

debugging " .. 111 be required . It would be desirable to be atle to 

accomplish this debugging from a single slte , but this would re ­

quire facilities for examining the state of each HlP, reading and 

writing core and reading active regis t ers remotely . 

Once again, we do not feel that we can afford in the initial system 

the additional complexity that such features would introduce. In­

stead , we propose to: adopt a somewhat less elegant but certainly 

less complicated and less expensive procedure , namely locating suf­
ficiently experlence"d technical personnel at each of the initial 

4 sites, as required, to do the debugging . In lat er versions o~ 

the syst,em, more elegant debugging facilities will be provided as 

they prove useful . 

D. Imp l em entati on 

The amount of equipment in the first four nodes of the net is sub ­
stantial . Furthermore, connecting a particular computer to a par­

ticular modem through a newly designed interface box represents a 

new configurat i on . To avoid field ret rofits , it is important that 

a prototype be exercised before the design is frozen. The proto­
type would provide a machine for programming at the earliest pos ­

sible moment . Finally , the checkout of production units with mo­
dems and with the production interface hardware could be done at a 

central 10c;at.1on, under controlled conditions , prior to field in­

stallations. 

The suggested prototype facility would initially consist of a non ­

ruggedized computer for programming use , with periph erals to facili ­

tate programming. Within a few months, the first ruggedized unit 
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with prototype interfaces, both to t he line and to a Host, !I.'auld 

be i~5talled in the facility. At the same time, the initial ma­

chine \<'ould be retrof1 tted tilth prototype interfaces . 

Exercising these prototype units would precede a design freeze 

of the delivera~le ,e qulprner.t . Still later, the facility would 

be used to test the delive rable units pr10r to field installation . 

The majority of hardware for this system should be available "off 

the shelf." HO\l,'ever, there 1s one important exception: the inter­

face between IMP and modem is a component for Which on the order 
of 100 copies might be needed for a 20-IMP sys t em . Since this 

component 1s rather complex , including check registers and con­
siderable sensing gates, the cost of an implementation with 

stendard available modules is somewhat high. For the 20 - IMP . sys­
tern we estimated that more than 1/2 million dollars might be in­

volved. At some point in time , this interface component Should 
probably be specially engineered t o reduce the production p~ice. 

This development is not now included in our pre sent bid, and the 
initial ~ units are considered to be constructed in a standard 

fashion. However, we recommend this development and we would 
plan to explore how i t might best be accomplLshed . 

Our considered choice f or the comput er to be used for the IMPs 
is the Honeywell (Computer Control) DDP - 516 . Factors affecting 

our decision were speed (1 ~s memory) , excellent I/O structure, 

flexible instruction set, suffiCient word length (16 bits) , very 

good reliability (especially in the ruggedized version) and rea­
sonable cost . The DDP - 516 is sufficiently powerful to provide 

the requisite safety, factor for the implementation of the ini tial 

network . We anticipate that it will be able to handle a reason­
able increase in processing demands that might occur as the net­
work evolves . 
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During the implementation phase , the co~~on carrier should assume 
a role of "active lnte!"est ed participation" and not merely a role 

of a supplier. VariOUS contractors should be able to deal with a 

single cognizant office ~Ilthln the common carrier. The contracts 

for the common carrier should encourage the es tablishmen t of and 
support for a network office staffed by people dedica ted to a 
successful network. Such strong suppo~t 1s necessary for several 
reasons. The prototype facillty requires early availability of 

two modem units . Consultation w1ll be neces,ary upon first I MP ­
MODEl·; Connection , ana for ~10DEM fi eld ins t allations . In particu ­

lar , talente~ assistanee will be require~ to test MODEMS , an~ iso­
late line problems. 

The ~e s ign. implementation an~ eheekout of the ~ -node system is a 
large un~ertaking . \rIe do not think that ... 'e can aceomplish all of 

the work reQui re~ within the very short t ime seale speeifie~ in 
the RPQ even though we have done mueh of the hardware an~ software 

~esign ~lready. Instead , we propose a slightly longer time period 
for the performanee ' of the eontraet. 

A detaile~ sehe~ule Of work is shown in Pig. IV-l of Chapter IV . 

Some of t he principal milestones on that schedule are: dlli~ery 

of prototype co~puter at end of month 1; eompletion of hardware 

and software design by month 2 ; ~elivery of prototype interfaees 

to BBN by month 3; ~emonstration of pr ototype system by month 7 ; 
delivery of f irst IMP during month~; delivery of the remaining 

three IMPs at a rate Of one per month thereafter. Documentation 
of the System wi l l be kept eurrent as shown on the sehedule. 
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E. Network E~perj ~entat ion 

The A??A network !s experl~ental on at least t~o levels. The 

first 1s as a:; experiment 1n cor..mun1catlon ':;Ietk'een a number of 

different and diverse COMmunities of researchers. It wl11 be 
lmpQl"tant tn learn ';,'hat use they are making of the newly ava~.l ­

able remote facilities . nOlo'ever, Dthe:- than Simple location to 

l~atlon connection and message s tatistics , the I MPS wl1l not be 
able to provide any information to characterize this use s ince 
t he internal structure of messages 1s opaque to IMPs. An impor­
tant aspect of this network construction or related research wl11 
be to conside r what kinds of data Should be gathered within Hosts 
to facilitate bui lding models of user behavior. Simple stochastic 

models can, of course, be built with the available data. 

The second level of experiment involves the network as a complex 
store and forward communications net . Our general policy of st rong 

i nitial Host-IMP independence has important implications on how 

data 15 elttracted. Statistics of ope ration at each II-;" w1ll. be 
gathered by a standard program run at regular intervals. A mes ­
sage containing the resultant data will be sent to the UCLA , or 

other monitoring fac11ity, as convenient. Thus, a cross sect ion 
of network behavior w1ll be available at all times at the network 

measurement center. This regular reporting is our substitute for 
information on demand which would require succeS Sful propagation 

and interpretat10n of control signals which we feel will compro ­
mi se early success. In add1tion to the time sl1ce sample of net ­

work behavior , we propose a second reporting capabi11ty wh ich will 
allow individual messages t o be "traced . " 
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Simulation studies should be conducted 1n parallel with direct 

experimentation on the network. We have constructed an inter­

active !:lodel of the network with display capabilities. It 1s 

described in some detail 1n Appendix H. We have already used it 

to experiment with d~fferent strategies for dealing with buffer 

congestion. 
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CHAPTER III; PROPOSED SYSTEM DESIGN 

A. Introduction 

In this sect ion ~e present our propose~ system de s ign. We begin 

by describing t he most important f eatures of the design, followed 
by a description of the overall hardware configuration of the 

IMP. The ~aln part of this chapter 1s devoted to a detailed de­
scription of the process ot message communication. including the 
primary aspects of network message flow and the suggested net­
Nark protocol. We discus, the function of the IMP/l~ODEM Inter­

Cace and the Ir4P/Host interface. The logical organitation of 

the IMP buf fer storage 1s then described 1n detail. The poten­
tial causas of network congesti on are summarized along with the 
provisions we have 1ncluded for hand11ng this situation. Next 
we discuss line quality determination and rerouting. ~uestions 

cf fault detection, status examinat1on, and reporting procedures 
are also discussed. The end Of this chapter ~s devoted to the 
main program structure and the support software. 

We have introduced a great many novel features into our system 
design that we feel should be mentioned explicitly. These fea ­
tures , 1n conjunction with the ideas which were expressed 1n the 

chapter on Technical Overview, form the core of our original 
contribution to the netl-:ork design. 

Our experience convinced us that 1t was wrong to plan for an 
i"itial network that permitted a sizeable degree of external and 
remote control of IMPs. Consequently , as one im~ortant feature 
of our des1gn , we have proposed a network ecm~osed o f highly 
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a:.:tonomcus niPs . Once the network is demonstrated to be success­

ful, then remote control can be added, slowly and carefully . 

!'~essages a:'e processed by an H,P using information which has been 

:-eceived from other HiPs and Host computers in the network, but 

special control messages or other external control signals are 
initially avoided to the greatest possible extent. One specific 

cO:1sequence of this pol1cy is that the HIPs measure performance 

of the network on a regular basis and report in special messages 

to the network r.leas'.Irement center (presumably at UCLA). 

A second important feature of our design 1s the provision of a 

t~acing capability which permits the operation of the net to be 
studied in great detail. Any message .may contain a "trace bit", 
a~d each IMP which handles such a message generates a special 

report describing its detailed ha~dling of the message ; the col­
lection of such special reports permits reconstruction of the 

history of such messages as they traverse the system. This 
technique permits highly flexible sampled study of the network. 

We have also included an automatic trou~le reporting capability 
"" hich detects a variety of network difficulties such as l ine 

quality deterioration, and reports them to an interested Host 
(perhaps , the network measurement center). 

A principal feature of our system is a provision for letting 
!!1Ps throwaway packets which they have received but have not 

yet acknowledged . Each IMP transmits packets to other IMPs at 

its own discretion. Each time an HIP receives and accepts a 
packet it returns a positive acknowledgment to the transmitting 
HlP , The transmitting 1M? retains its copy of the packet until 

it receives the positive acknowledgment. The transmitting IMP 
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w1l l retransmit the packet if an acknowle ~grnent 1s not received 

wi t hin a time-out peri od. It w1ll continue to try t ransm i l"lons , 
via a di fferent r out e if necessar y , until such time as a pos i t ive 

acknowledgment 1s returned . We have explicitly avoided the use 
of negat i ve acknowledgment s which we feel are in sufficient and 
consequently redundant. 

~e have care f ully prov1ded f or the prese rvation of natural wor d 
boundaries 1n transmissions between computers with equal word 
si:es ( a thing whiCh; despite intuition, does not ten d to " hap­

pen naturally"). We "introduce a technique o f padding and mark­

ing which neatly and generally al lows the beginning and end of . 
a mes s age to be clearly in~icate~ t o a destina t ion Host without 
reQuiring the Host programs to count bits. (Although we have 
made an effort to sugges t a network protocol that al l ows the 
HOsts a great deal of flexibility, this is a difficult teChnical 
area , and we wou ld plan t o examine furt he r the ?roblems associ ­
ated with Host - Host word reformating.) 

Anothe r important fea tur e of our design is a hardware modi fi ca­
ti on to t he IMP computer that permits the progra~ to set an 
1nterrupt. This tri ck perm1 t s tr.r •• levels of pl'1or1ty in the 
ope,rational program (1nterrupt routines , urgent task routines, 
an~ background) , which, i n turn. has an 1mportant bearing on 
the IMP Program ' s ab1lity t o handle occas1onal time-c ons um1ng 
word- rate tasks (such as AS CII conversion , or ot he r ~ata trans­
f ormati on) . 

The Host computers have a · few respons1.b111ties for partic1pat1on 
in the network. Specifically. t he nost must prov1de a network­
linking Program w1thin it s operat i ng system t o accept s t andard 
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for-mat network messages and to generate network messages 1n ac­

coraance w!.th this standard format. The liost message includes 

identification 1nformation that accorn?anles the message from the 

source to the flnal destination. The Host computer must not 

present a message of over 8080 bits to the IMP . Larger trans­

missions must therefore be broken up by a Host into a sequence 

of such messages. 

The network 1s carefully designed to protect and deliver messages 

from t he source Host to the destination Host. The operation 1s 

self contained, and does not 1n any way constrain the procedures 

a Host may use in communicating with other Hosts. 

B. General Discussion of the IMP 

The overall configuration of an IMP includes a noneywell DDP-

516 computer, which has a 0 .96 us cycle-time, a 16 bit word 

length and l2~ of memory ( expandab le) , 16 channels of priority 

interrupts (expandable), a relative-time clock, and a 16 channel 
data multiplexor a.s shown in Fig . 111-1. Also shown are several 

special interfaces , specifically one to the Host, and one to 

each modem. A paper tape reader has been included because 'de 

feel a very strong need for a device which does not depend upon 

the network or any Host computer for the loading of an HIP pro­

gram. We believe that this is a simple, reliable and inexpen ­

sive way to read in new versions of a program during the initial 

phases of network operation. A teletype is required for ma1n­

tenance of the IMP computer, but is not used by the ma1n pro­

gram and can be disconnected and removed during normal operation. 

A specially designed" set of status-indicator lights are provided" 
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fo:' use by the HIP program to report trouble conditlo:'ls to local 

nost personnel or to maintenance personnel without necessitating 

a halt in normal program operation. 

The INPs 1n the initia l network will each have three built-in 

full duplex modem interfaces, but the interface design ls modula .~ 

and may be extended up to as rr~ny as si x units , without a change 

1n packaging . 

The IMP , including all interface hardware, will be packaged 1n a 
single 69" )( 211" )( 28" rugged cabinet. (See Plate 1.) 

C. Host-Host Protoco l and the Notion of Links 

It ls important to draw a sharp -line between the responsibility 

of the network facilities 1n transmitt ing information and the 

responsibility of the Host organization for developing and 

adopting procedures for utilizing this facility. However, in 

considering the system 'design, it be came clear. that we would 

have to pay some degree of attention to limitat ions that the 

network protocol might place on the Host use of the ne t work. 

We reached the conclusion that a network protocol that satis ­

factorily achieves the transmission requirement ~ight nonethe­

less.adversely affe~t the implementation by Host organizations 
of certain very desirable protocol features. 

We considered the problems introduced when a multiplicity o f 

user programs at a given Host installation are concurrently us ­

ing the network and concluded that provisions for allowing such 

usage were rather important . The Host computers view the net ­

work as a ,means for passing messages back and forth between 
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parties :oat her than bet· .... een pairs of Hest computel"s themselves. 

\ve call a logica l conn ect ion beh!een two pa::-tles at rem~te Host 

computers a Zink. ,1any different links may exist simultaneously 

between a >lair of Iios t computers . As illustrated in Fig. I 11-2, 

our network protoc~l permits many concurrent links to time-

share the same physical network facilities. These links arc 

established, identified, and malntal!'led by a netiiork program in 

each Host computer that effectively multiplexes outgoing mes­

sages from the part i es into the network and distributes incoming 

messages to the appropriate parties as illustrated in Fig. 111-3 . 
Writing and maintaining the Host's network program is, of course , 

the responsibility of t!"le individual Hosts . 

An identification number is assigned by each Host computer to 

each network party in his machine. The party that initiates a 

link is known as the caller. The identification number of the 

caller is used as an identification number for the link and, in 

conjunction with the identity of the two Hos t computers, uniquely 

identifies the link . Each message which the Host nehlork pro­

gram presents to the network contains several pieces of informa­

tion used by the network. One of these is the link identifica­

tion number. The network uses this number to control the flow 

of messages and passes it along to the receiving Host. 

{ A message is designated by its link and its direction of travel. 

(Source and destination are terms Which identify the direction 

of travel.) Thus, complete identification for a message con­

sists of the following four items: 

1) Identity of Source nost; 

2) Identity of Destination Host; 
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3) Link identification number; and 

4) Caller location (at sour ce or at destination). 

For example, if party n 1n Host A calls Host B, the message will 
be identified as going from source A to destination B and the 

caller for the link will be party n at the source. A return 
message Crom Host B on thi s link 1s identified as going from 
source B to destination A and the caller for the link will be 

party n at the destination. 

We ' introduce the notion of a link early ! n thts design discus­
slon primar1ly because we wish to include the link Identlflca­

I tlon number as an integral part of the identification informa­

tion passed from Host to IMP, from IMP to IMP 1n the network , 
and finally from the dest1nat1on IMP to the destinat10n Host . 

O. He ssages and P~ckets; HOST-IMP, IHP-IMP, and IHP-HOST Proto ­

,,' 
Hosts co~nunicate ~1th each other via sequences of messages. A 
message i s taken 1nto an ni? from 1ts nost computer in segments . 

These segments are formed into packets and separately sh1 pped 
out by the IMP 1nto the network. They are reassembled at the 

des tination HIP and delivered in sequence to the receiv1ng ilost, 
who ob tains them as a single unit . Thus the segmentation of a 
mes sage dur1ng transmission is completely 1ny1sible to the Host 

computers. 

The trL~sm1tt1ng nost attaches ident1fy1ng 1nformat1on to the 
beg1nning of each message which it passe s to its niP. The 1M? 

f orms a h.ader by adding fu~ther 1nformat1on for network us e. 

The header 1s then attached to each segment of the message. 
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I The transmitting hardl":are computes pa:-ity check digits that are 

1 
snip?ed with each segr.:ent and that are used fo'!' error detection. 

The destination INP pe.rforms an error check, strips off the 

header from each segment in the course of reassemoly and attaches 

identifying information at the beginning of the reassembled 

message for use by the destination nost. 

A message from a Host 1s legislatively limited to be less than 

8080 bits , and 1s sent to its IMP via a single block transfer . 

The hardware interface det ects the end of the block transfer. 
Messages vary in size up to the 8080 bit limit . The first six ­

teen bits of each message which a Host sends to an HIP for a 

transmission are prescribed by the standard network protocol as 
follows : 

Eight bits are allocated to the link identification 
number , five bits are allocated to identifying the 

destination Host, one bit is presented f or tagging 

selected mes5ages which are to ~e traced th~ough 
the network, and two bits are reserved as spares . 

The tracing is discussed more fully in a later sec­
tion. The format for these 16 bits of Host infor- ' 

mati on is illustrated in Fig. III-4. 

The HOST/IMP Interface transfers bit~ serially from the Host and 
forms them into 16 bit I!~P words. The IMP program takes groups 

of successive words in segments "and stores them in separate 
buffer regions until the end of the ~essage has been recognized. 

The first buffer accepts up to 64 IMP wordS from the Host (1024 

bits including the 16 bits of Host information)" Each succeed­

ing buffer accepts up to 63 words (1008 bits) . Thus , the maxi­
mum Host message of 8080 bits will be taken by the IMP in ex­

actly 8 segments. 
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The :::m' now formats each segment ir:to a packet for transmission 

into the network . The structure of a formatted packet as it ap­

pears in the originating IMP memory 1s shown in Fig . III-5. The 

output hardware prefaces the packet into the phone line with the 
character pair OLE STX to mark the packet beginning for the re­

ceiving channel hardware. The packet is then transmitted serial­

ly over the cammuncatlon lines beginning with the left most bit 

'of the first header word and proceeding through the header and 

t he text. The channel hardware computes 2~ parlty check digits, 

which it attaches after the, text, and follows them with the two 

ASCII control characters OLE ETX to mark the end of the packet 

for the receiving channel hardware. 

A continuous stream of the ASCII control character SYN is trans­

mitted by the channel hardware between packet transmissions. 

These are used to separate packets and to obtain character syn­

chronization in the receiving channel hardware. Thus the packet 

appears on the communication line as shown in Fig . 111-6. 

The rec eiving channel hardware l ocks into charac t er synchroniza­

tion on a b1t-by_b1t search for an 8 bit SYN code. Once syn_ 

chronization has been obtained, the Channel hardware looks for 

the·. first occurrence of DLE STX and succeeding characters are 

fed into the IMP memory until the DLE ETX at the end o f the , 

,packet ~s detected. The hardware also computes a 24 bit error 

check based upon the received data , which Should equal zero i f 

no errors have occurred in transmission . 

The received data between the STX and 'the ETX 15 written into 

the I1~P memory a:1d appears in the buffer as shown in Fig. III- 7 . 
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If the receiving HiP is not t:; e fir:al destinaticn, eve::-ythi!"1g ex ­

cept t he last tNO '.<ords is fee to the app:oopriate out put cha!"1nel 

hardware . The channel hardwa:oe re:omputes 24 parity check digits 

a.'ld appends these as desc:-ibec earlier , together I':ith the DLE 

STX . 

Eventually, the packet will a::-rive at the destination H4? In 

fact , eventually all the packets ef the message ',;ill arrive at 

the destination IN? , although net :1ecessarily in the order o f 

transmission . 

The destination 1M? sorts received packets according· to the link 

identification as specified in the header. When all packets of 

the message have arrived, i t delivers them in the proper order 

to i t s Host . 

I ?ackets within a given message are numbered sequentially by the 

" transmitting IMP in the second ~Iord of the header and the last 

I packet is specially marked by an identifying bit in the same 

I 
I 
I 
I 
I 
I 
I 
I 

word . This allows the receiv~:lg Ii·!P to determine the order of 

the packets and to know \~he:1 .all packets have been received . 

The receiving IMP strips off :he header and the final two words 

from each packet before sendi!"1g it on to the Host . Furthermore, 

16 bits are sent to the Host treceding the text of the first 

packet . The Host network program uses these bits to ident ify 

the link in sorting incoming r::essages . The format fer these 16 

bits is shown in Fig . III - B. 

Thus, the comple te message is finally delivered to the dest ina­

tion Host in the same' form as it left the transmitting Host , with 

the source in place of the destination in the Host information . 
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i~e no., discuss hlo kinds of messages which will be used to con ­

t rol flow 1n the ne t work: "HlP- to- IMP acknowledgments." and 

end-to-end "Requests For Next Message . " 

1. IMP -to- IMP aCKnowledgment of packe ts 

The process of commun~cating a message Crom the source to the 

destination 111P uses the store and forll'ard services of inter­

mediate IMPs. As a packet moves f:rom one IMP to the next , it 

is stored 1n each IMP until a positive IMP-to- HIP acknowledg­

ment message is returned from the succeeding nIP . This ackow­

ledgment indicates that the packet was received Without error 

and was accepted . 
line on which the 

.The acknowledgment is returned over the 
packet arrived . A l~ bit acknowledgment 

same 

pointer , containing the memory address of the f irst word of the 
transmitted packet, is included in the header of the packet to 

simplify the process of releaSing t hat packet when acknowledged . 
(The packet identity data are checked before releasing the 

packet; the acknowledgment pointer simply avoids searching.) 

To s.end an acknowledgment of a received packet , an IMP simply 
returns a packet (without text) whose header is an e xact copy of 

first bit of the the neader of the received packet, but 

first word chapged to a one, This bit 
with the 

is called the IMP-to- IMP 
acknowledgment bit and is the first item sensed by the IMP pro­

gram upon receipt of every packet . (The source and dest ination 
do not apply in the usual way to the acknowledgment message it­
self.) 
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Once an HIP has accepted a packet and returned a pos it ive ac ­

knowledgment , it hangs on to that packet tenaciously unti l i t , 

in turn, receives an acknowledgment . Under no other circum­
stances (except Host or IMP malfunction) wi ll an HlP discard a 

packet after it has generated a positive acknowledgment . HO~I­

ever, an HIP 1s always free to discard a packet by . simply not 

returning a positive ackno"'ledgment. It may do this for ftny of 

several reasons: the packet may have been re'celved i n error, 

the HlP may be busy, the HIP bur·fer storage may be f u ll, and .50 

forth . 

Packets which are not recognized by the receiving channel hard­
ware, which incur errors in transmission , or wh1ch are not ac­

cepted for whatever reason, are not acknowledged. At the trans­

mitting I11P, t he s1tuat10n is read1ly detected by the absence of 

a returned acknowledgment w1th1n a reasonable t1me interva l . 

Such packets are simply retransmitted. 

Ackno\~ledgments are themselves not acknowledged , although of 

course they are error checked 1n the usual fas h1on . Loss of an 

ackno~lledgment resu lt s in the eventual retransmi ss10n of the 

packet . Th e result1ng dup11cat10n 1s sorted out at the des t1na­

tion :i:11P by use of the message number and Packet number 1n the 

header . 

Th ere are no neuative acknowteduments in our proposed desi~n. 

They cannot be relied on to induce r.etransmission . I f a nega-

tive acknowledgment 1s lost, one must resort to a t1me out pro­

cedure , in ·wh1ch case , the negat1ve acknowl edgment becomes re ­

dundant . Since the time Ol.:t procedure must, therefore, always 

be used, we include it in our des ign . 
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2 . Regues t-F or - Hext - Message (RFNM) 

A ce~tral concern of network prot ocol is tr.e problem of conges ­

tion at a destination HlP. This congestion must be reflected 

back into corrective quenching of the flow tOl'ard that point 

from other parts of ,the net. Otherwise, it \<l'Ou ld g ive rise to 

the ~lscard of packets at the destination, blockage of those 

pacr::ets at the contiguous INPs and t he congestion would rapidly 
propogate back through the network. !r the sources of packets 

for that destination continue sending . this congestion would 

rapidly affect the flow of other messages within the net. 

There are at least t wo kinds of quenching which could be adopted . 

1) We could limit the degree of congestion of remote Il1Ps that 
can· be caused by any particular congested Host or link . For 

example, if each HIP only accepted, say, two messages for 
any given destination , t he congestion would be limited to 

that amount and, event ua lly, the source would be unable to 
transmit additional new packets toward the troublesome 
destination. 

2) ,!e could try to limit congestion at the source directly by 
shutting off any new packets directed t oward the trOUble­

some destination . This action could be accomplished in 

either of two ways: a control message could be dispatched 
lmen congestion actually has occurred , or successive trans ­

missions cou ld routinely require a "clear- to- send" indica­
t ion from the destination. 

Although we have tried to avoid control messages in our design 

wherever pOSSible, we de cided in this case initially to use the 

\ control message technique . We propose to avert cOl!gelJtiol!, by 
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on~y al~owin~ a sour~e IMP to send one message at a time over a 

given link. After sending a message over a link , a source Ir1P 

must delay sending the next message until a "Request for next 

message over link X" (RFNM') packet 1s end- to-end returned from 

the destination HIP . (Note that all packets of a single message, 

and/or messages over different links between the same two Hosts, 

may be sent into the net without delay. ) The RPNM is passed 
along to the Host, who may use it to schedule the servicing 'of 

links. This technique only quen~hes individual links and there­

fore a limit 1s placed on ~he total number of links whiCh a 
transmitting IMP will accept from its Host. 

This technique has several important advantages and two disadvan­

tages. The advantages are: 

1) The demand for reassembly storage at the destination IMP for 

use by a given link is l imited to eight packets . 

2) When congestion occurs, flow is automatica~Z~ quenched with­

out any control messages . If source IMPS do not get new 
RFNM's , they do not send new messages. 

3) Since the flow is quenched at the source , large numbers of 
packets from a given link neither en t er the net nor flow 

about the net trying to get to the congested destination . 
Thus, congestion of other parts of the net by a single link 
is avoided. 

Obviously, the main disadvantage is that waiting for RFN~l packets 
may reduce the effective rate over a given single link. We have 

examined this disadvantage and have decided that it is not seri­

ous , for the following reasons : 
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1) Depe!1dlng upon the nu;;!oe!" o f active links , there I'::a;, 0:' may 

:'"lot be a rec.uction of the effective rate b~t· .. :een t~!O Hosts . 

When severa l links are established 1n a giv!!:'"! Host computer , 

the messaie~ will be time multiplexed . The ?Fl'M delay in 

that case may already naturally appear in the system. 

2) Slnce the F..essage length \'1111 probab l y b e bi-modal (very 

short or ve:-y long) and since very short packets are prob­

ably gene!"ated by humans, the RFNM delay is insignificant 

for processes at human rates . For very long messages, 1n 

the worst case of no time multiplexing and a:1 unoccupied 

line, ~Ie estimate the redUction 1n effective rate to b e 

only 30J. 

A second disadvantage is the inc~ease in number of control mes­
sages . Since RFNM's are ve~y short, however, we feel that this 
effect is also not serious . 

The use of an RFNM control message is a very clean, simple , and 
positive way ;;0 aVOid some nasty and confusing probleI:ls. \ole are 
not fully satisfied that the doctrine is optimum , but , so fa~ , 

we have been unable- to see a clearly superior alternative . vie 
therefore prc;::ose to use RFNl1 control of congestion in the 

initial deSign . During the inplementation and testing, we will 
continue to consider this issue in an attempt to determine 

whether othe~ alternatives appear to be more advantageous . 

F. Examples of Message Flow 

The chart on the following pages Shows the flow of packets in­

volved in transmitting a message from one Host to another . The 
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EVEHT 

Host 1 has ,., packets 
tor Hon 3 , 

Er ror on line ( i. e. , 
Packet 1 doe s not get 
to i3) , 

Paoket 1 rerouted " , , , ,. 
" , 
" Packets 1 , 2 get sorted " , 
" , 

LEGEND: 

" . " • Packet 3 and Packet Z 
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ST ATE O. THE NETWORK 
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"A time out period elapses betore 
Packet 1 is rerouted. In the 
third eumple, other events which 
are not Shown (\>ecaun they are 
irrelevant tor t~is example) pre _ 
vent Packet 2 fro", be i ng trans t e r ­
red fro .. Host 1 to IMP 1 during 
this interval . 

"" In thts ex~ple , the duplicate or· 
Packet I ~erely overlay" the one 
in IMP me~ory, effectivel y delet­
ing it . Tne reassembled mess age 
could h a ve entered the Host a ny 
time in the bra cketed interval, 
berore the arrival of the dupli­
cate pack e t . In this case, the 
_ssage number of the duplicate 
allows it to be discarded . 
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packets of the message, the a.ckno-,;lecgment packets , and the ready 

for next mess-age packet are indicated assuming t:,at the message 

being transmitted contains two packets. 

The chart includes three examples: in the first, transmiss ion 1s 

completed Without any problem; in the second, an H1P- to-I11? ac ­

knowledgment for one packet is lost; and i n the third , a packet 

encounters difficulty due to line error . Although t he events 

within the examples are orde red, we emphaSize that most of the 

events occur asynchronous l y and could be ordered in many other 
ways. Equal t1me does not pass between events. 

The relevant portion of the network assumed for the examples is : 

G. Word Lengt~ Mismat~~ 

We discuss two aspects of ~Iot'd l ength mismatch: fit'st, the ob­

vious need for forr..atting that occurs between computers of dif­
ferent word length; and second, since mismatched wot'ds may lead 

to messages_ that end in the middle of wOt'ds, the need for mark­
ing the exact beginning and ends of a message to pet'mit unambigu­
ous t'ecognition. 
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There are several logical ~:ays in which the reformatting of a 

\"lord length mismatc:, mig::'t cor,ceivably be handled . One !:lay de ­

ciee upon a \':ord-o~'-word algorithm, ~rhere transfel's from long to 

short machines involve t:,uncation, and Where transfe::'s from short 

to long machines deposit a partial h'crd . Unfortunately, the re 

are many s11ghtly different lo,'ays to do this and, liorse, it 1s 

very undesirab le in many applications. A second possibility 1s 

to list a number of kinds of reformatting and have a given mes­

sage carry a code for the required type of reformatting. We 

feel that such a plan would be unreasonable for a 19 node net. 
Finally, one may beg the question and just send a bit stream, 

leaving to the individual Hosts the task of reformatting. 

i-Ie have decided to adopt almost this latter position . Our de ­

sign guarantees that beh:een ;';osts of identical word length the 

natural word bound!'ies are preserved. (This is not as easy as 

it sounds .) But, reformatting in general will be initially left 

to the Hosts . At a later time, the IMP program might be used 

to ' alleviate further this set of problems. 

?he s ec?nd problem is that of recognizing the end of a message 

at the receiving Host. ?here a:-e two general solutions to thiS, 

one of which is to locate the last bit in the message by count ­

ing from the beginning (using either a transmitted count or an 

agreed upon fixed value ) . The other general solution requires 

that the ends be marked in an unambiguous way. tIe have chosen 

the latter scheme, \~hich marks t he end of the message by ap­

pending a "one" followed by zeroes after the last bit in the 

message . This process is called paddin~ and is accomplished by 

the hardware in the HOST/Il1P interfaces. The receiving Host can 

therefore identify the end of the message. 
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~.s a r:leSs8ge passes from the transmitted ::cst to its IMP , the 

ha::-Q";are appe~ds a one to the bit string wr.en it receives the 

end of message signal. Th1s bit may fall, in general , in any 

position of an HiP word sorae,.'nere in the last packet . The hard ­

Kare then fills any rer.laining bits of this word I-:ith trailing 

zeros . The format of the last packet of a message as it thus 

appears in the H I? memory 1s shown 1n Fig . 1II - 9 . 

The packet appears in the destination IMP in the same format 

(plus , of course, the ' cheCk characters and the final DLE) . 

As the last packet 1s serially shifted into the Host through the . 

interface, t he last bit from the IMP (~lhlch in our example is 

the fifth tra1ling 2:ero in the padding) will fall, in general, 
somewhere in the middle of the receiving Host's final word . 
The remaining bits 'in this word are filled in by the Host's 

special interface hardware with additional trailing 2:eros. 

(Note that a one is ;::>urposely omitted here . ) ~hus the packet 
appears in the receiving Host with a one immediately following 
the lest bit in the message, followed by a string of zero or 

more trailing 2:eros that terminate at a Host word boundary. 
The last word in the receiving bit stream does not necessarily 

contain the last bit in the message, as it may contain nothing 
but -padded zeros . 

Another-occasion for inserting a form of marking data arises at 

the beginning of a message . The transmitting Host , in general, 

arranges that the text of a message begins at a word boundary . 

Since the network protocol requires the first 16 bits of a mes­
sage to contain Host information , there \0'111 thus , in general , 

be a gap between the end of that ident i f ication and the beginn i ng 
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of the text . This ga? is preserved 11"1 trar,smisslon to the desti­

nation ;':ost and must be ma!'%e d in a ~!ay which the destination 

Host can recognize as not forming ?srt of the message. This 

ma~king ~ust be inserted by the transmitting ~cst's software , 

and consists of a one preceding the" first bit of t he text and, 

11"1 t urn, preceded by. a zero or mere zeros to fill up the gap. 

In Fig. 111-1 0 we illustrate one complete set of Host and IMP 

buffers, corresponding to a message of slightly under two full 

packets. We have selected 11"1 our examp l e a 22 bit source Host 

",;o:,d length and a 20 b it destination Host. We have specifically 

indicated both the padding and the marking 11"1 the figure. 

H. Hardware Desc r iption and Interface Ope rat ion 

A block diagram of the HlP co~puter ~nd its interfaces to the 

Host and phone l ine modems is shown i n Fig. III - ll . The area be­

tween the heavy vertical lines Shows the IMP system its~lf ; tbe 

area to the left is specialized Host equipment ; the area to the 

right is phone line equipment. There are from one to Six full­

duplex INP/NODEN interface units and one (or optionally two) HOST/ 

IMP interface unit . The D!~C provides the only direct access to 

and from memory , other than that for the CPU itself . The funct ion­

ing of these units is described bri efly in this section and in 

great detail (with dr~winss and timing diagrams) in Appendix E. 

The HiP/MODEf1 Interface Unit is f ull duplex . It serializes and 

de serializes data for the Modem to and from memory . In the 

absence of out going messages, it loads a continuous s t ring of 

SYN characters onto the line . It doe s spec i al format t ing for 

output, and character sensing for the beginning and end of input 
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::Iessages. i t incl;.;::!!! cO:ls truct 1on a:"lo testing :.f pa r i ty check 

~1i:!.t5 anc fault ce:ec t l0n anc reporting. Its timing 1, een ­

trolled primarily "c:. t he l-iodem. 

The standard HOST/!:·'? Interface Unit 1$ full duplex aM. panes 
me ssages bit - serial ly to and from t he Hos t special int erf ace . 

It also dese!"lallzes and se rial1zes wor dS t o and f:-om the Ii·l? 

memory. Communication aero" the int e rface wit h the Host 1 s 
asynchronous to allcw for maximum flexibility . 

The relat i ve- time elock 1s a 16- blt counter inde xed every 20 us 
and may be r ead in t o the Accumulator. The full clock count 

repeat, approximat e ly every 1.3 se e ~~d an Inte rrup: 1s gener­
ated on t he t ur:'lover of an appropriat e high order bit. This bit 
i s 3I!lected to give an interrupt frequency which i s convenient 

for use by the pr06~am in performing time out s f or re t ransmis ­
sion of packets . 

I, The HOST/I~P inte r f ace unit 

There is no general rule whereby the HOST/HiP Interfa ce Un H can 
de t e~mine in wh ich c irection (Hos t - to- IMP or IM?-to- Host ) infor­

mation \','ill ne xt have to be processed. The equi,:men t must thet'e ­
fore be capable of s~at'ting a transmission i n e i ther direction . 

Tr an smi ssion requests arrive asynchronous ly for t he two dire c­
t ions ancl.. rather t~,an t r ying t o sort them out f or process ing 

ove r a half cl.uplex channel , a f ull duplex channel 1s prov1decl. . 

The prlr::ary_ advantai;e of this is si mplicit~' ancl. it also provides 
the capab i lit y fo~ concurrent t r ansmission 1n both directions . 

The iiOST/lJ.I? Int e rface h thus divided l ogi cally into ~0I0 
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parallel channels - one for either direction - as incicated 1n 

t~e following f~gure. 

HOST INTERFACE 'M' 

Because Hosts vary 1n word lengtn , signal forms, and logic for 

receiving and transmitting information , we further subdiVide 

"vertically" the HOST/II,!? Interface, into two se;:>ara te units; 

HOST SPECIAL STANDARD IMP 

I. 'rn--l 'I 1 
The right hand Unit contains 10g1c that 1s standard for all 

nOST/HjP Interfaces. The l eft hand ur.lt contains the special 

equipment for interfacing direct l y to the partic;.Jlar Host. 

Standard signals pass between thes e two halves; all special 

logic and sl~~al adjustments (which vary from Host to Host) are 

handled 1n the lert hand portion. ?ower f or the standard unit 

is directly connected to the nIP's power l.e., its po\ter is 

turned on ~lhenever HIP power is turned on. Power for the 

special unit is derived from the Host power system (or a separate 

su;::.ply) and ~lill probably have a separate on/off switch. 

Each participating Host will ~e responsible for the design and 

building of its own special unit that will mate to the standard 
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u~i t according to fixed rules. In general , this special unit 
! erves to s! :-ialize and deserlall:e ~:1.fo:T.latlo:1 in I<"hatev!l" 

!':'Ienne r best suit s the particular Host. The H!? - to-Host sec:tion 

of the spe cial unit must perr OI'm t he "~addln6 with :teros" func­

tien discussed earl1er . 

....... ·0 level:! of hardware handshaking take place bet .. een a Hos t and 

its HlP. At the meta- level, each needs to kno~! whether t he 

other is turned on and operational. The standard unit provides 

to :he special ~~lt (and it 1n turn to the Host 1n whatever way 
1s appropriate) a signal which indicates that 1M? power is up 

and that the I!>1? p r ogram has turned on a Ready indicator. The 

special unit presents a similar- Host r.eady signal to t he stan ­

dard unit, and thence t o the IMP, Each unit automatically moni­
tors the readi~ess of the other , and if the other's readiness 

state changes , the unit will notify its parent computer; in the 
case of the HIP , by an interrupt. Thus, for example , should 
the Hos t computer- fail or- (!r-op power , the Ir1P will be inter­

r-upted and can take appropriate act i on . Only when the Host 
:-eturns to Ready , IoIh1ch requires not only reinstating pover but 

also pr ogram turn on of the Host ready indicator in the special 
u:"!it , loIill com.'lIunications , ... ith the Host be re-established. 

Unde r nor-mal operatic:"! , when ei t her computer detects that the 
other has become ready , it will p~pare to receive information . 
Thus, ~ .. ith both Host and HIP ready , each will be waiting for 

the other to transmit . As soon as information is provided by 
ei the r one, it will flolol across the Interf ace. 

Thus, when the Host ready i nd i cator co~es on , the operational 

IMP progr-am pr-epares to receive from its Host by set ting up a 

pair of pointers used by the standard Host-to-IMP interface 
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eI'H!.nnel of the Dr~C. These pointers delineate a pac~et-size~ 

buf fer in the H!? IIH!lI!o:,~'. After t hey have ~een set , t he I~!' 

progr am issues an ACC~ ?~I co~and t o the interface. ThereaCter , 

y,hen i nformation beco~es available from the Hos t , the standar d 
inter Ca ee unit takes it in seria lly and for ms it in to 16 bit ­

nIP words in an input bu ffer register. These wordS are stored 
into successive locat i ons of the I MP me~ory bu CCer until the 

buf fer area becomes fu ll or unti l the messa~e end is i ndicated 
by the Host. When either of these happens , information fl ow 

ceases and t he IMP program is inter rupted . I n th e case where 
the Host message ends, t he hardware appends a trailing "one" 

followed by ~~y "zeros" necessary to pad out a full Ie- bi t word. 
The interrupt r outine t:111 nonnally r eset the pointers t o an­

other bu ffe r location and restart the interface wi th a new 
ACCEPT command. Serial transmission makes the s t andard unit 
independent oC Host word s ize, and requi res only one data l i ne 

driver and r eceiver. The interface unit is desisned to accept 
bits fr om the Host at 1 !'\;iz maximum rate (5 i,lHz Circuit s a re 

used). The Host, oC cour se , can s low t his ra t e by controll ing 
the Clow OC bits . Memory references in both computers will 

slow the rat e well be low the maximum. 

When t he IMP has set up memcry pointers and is ready to transmit 
a packet int o the Host, it starts t he t ransmiSSion via a 00 

command. The first word i s then loaded from the I MP memory i nto 
the interCace and the ;;os t unit take s the bits serially, Each 

time 16 bits have been taken in, a new word is [etched from t he 
IMP memory ~ lrIhen the c'; !'fer has been emptied, ~he program is 

'Con trol commands t o devices are delive r ed by exec ution of a s ­
signed OCP instructio~s, These instructions deliver appro­
priat e control sisnal s , 
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inter~u?ted a~d nor~ally prepares for the next transmission to 
,-he ::ost if a~y Dore ouffers are ~;aitir.g . \'i hen the II:'? is ready 

to transmit the laH packet of a rr.essage, it executes a special 
~;!D comlnand oefore starting the tra:1smission with the GO, In 

this case, when the last bit of the packet is taken into the 

special Host unit , an end- of- message signa l is a l so sent to the 

unit . This causes the special Iiost unit to pad the remaining 
bits of its final word with zeros before passing it to the Host 
with the " that' s all" indication. 

2 . The IMP/MODEM inte r face unit 

Each IMP connects to several (up to 6) telephone line modems 
each of which has a separate IMP/MODEM Interface unit. This unit 

converts outgoing information into serial form and assembles 
incoming serial information into 16-bit wordS which it places 

in the IMP memory . lI,;t;i~¥-!~~;;i-'~~i~~~~~~~ 
,,-,t~~~~~ E of a packet 
pac k~ t . As ;'~;;-;:;:':~';;;;;;~~i,~;:::,;;on sis t s 0 f two logi-
cal halves, each producing clock Signals and containing a single 

data line, one in and one out . The interface unit correspond ­
ingly contains two logically distinct sections, one dedicated 

to transferring output from the HIP to the modem and the other 
dedicated to t ransferring in the other direction. In the ab ­

sence of outgoing messages, the output section sends a continu­
ous stream of SYN characters to the modem . Fig . 111 - 13 shows a 

typical packet buffer in the IMP memory from both the output 

and input p'oints of view . In this presentation , only those 
elements of particul ar concern to the hardware are separat ed 

out . Thus header and text are not distinguished. 
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~.:: .. er' setting the output point ere , as sho,m, the r:·jp program 

nct.:.fies the output hardKare that a packet is ready to be trans­

!:litted . The hardl-l2re then sends the character pair OLE 3T1. and 

follows this ~'ith the data I-Iords taken from the HiP memory ac ­

cerd!ng to the pointers. ilhen the D!·;C indicates that the en­

tire packet has been sent, the hard,;a:-e appends the. chec;~ digits 

followed by the character pair OLE ::T1. and at least one pair of 

SYN charaoters. A string of SYN characters then follows until 

another transmission 1s initiated , 

Additionally, the hardware monitors the data from memory for 

DL~ characters and, upon finding one , immediately inserts an­
other character, thus averting c~nfus~on resulting from a DLE 
within the packet. The receiving input unit deletes these extra 

~LEs. Of course, extra DLEs are not inserted with the hardware ­
generated OLEs. 

The input hardware detects the OLE STX , whiCh marks beginning of 

a message and l oads into the I11P memory all characters between 
(but not including) the STX and ETX. ThUS , the three check 

characters go into the memory on input followed by the DLE , 
Nhich rounds out the last word. Any error indicated by the 

parity check is signaled to the computer . Note that t he STX 
is not itself fed into memory but serves on ly to cue the input 
hard~lare to the start of the packet on the line . The bottom 

input pointer points to one location beyond the point where the 
last data word of a maximum-sized legal packet would be put. 

Normal ly, the input hardware recognizes the end of input by 
spotting the OLE ETX at the end of the packe t . To assure that , 

if it misses this, input does not proceed to flood the IMP 

memory , input is cut off i f the allocated Ir1P buffer fills up -
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i .e., if or.t mol'~ tl')an t!".e expected r::ax!::Jur:l nClmoer of h'o!"ds ar­

:-i-:es 1!1 a packet. A:'l erro:' is indicated to the Hi? program in 

:ilis case . Since the receiving input unit recognizes when a 

packet begins and ends by the DLE STX and DLS ETX characters 

enclosing the packet, there is no possibility of confusing the 

start or end 0f a message since DLE STX or DLE ETX character 
pairs can never occur within a message l:,lthout being preceded 

by another DLE. The receiving input unit deletes the extra DLE's. 

J . Organization of IMP Storage 

i·jessage packets a!'e read into buffers in IMP storage as we have 

already discussed . Each incoming packet is allocated one free 

buffer selected f~om a free buffer pool. Pointers are set by 
the CPU to the beginning and end of the buff~r and an input 

t!"ansfer i 3 enab led . When a packet is read into memory, an inter­

rupt signals the program upon compl~tion of the transfer. If 
an error is detected , the buffer ~s returned to the free bufter 

pool . The packet, in effect, is discarded , since the b\J.ffer is 
no\'! free to be overwritt en. Otherwise, the packet is assumed 

to be correct . 

Within an IMP, a packet is never moved f~om one b~ffe~ to an-

other . It is read into one location in memory with a set of in-

put pointers and taken out of the same location ·o'I ith a set of 
output pointers . 

Approximate l y six thousand words of memory ~Iill be occupied by 

programs and the remainder will be available for buffers and 

program expansion. Each of the buffers contains about 70 words. 
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One o f these is a free ;-:0:'0 al locat ed at the end of t ~e bufrer 

to detect the case ,,'here the bur f er 1s a!:iout t o oe overf"owed , 

due to the loss of t he end of message i ndication . An l~terrupt 
Idl l be ger.erat ed dur-ins 1:lput if the mov':'nS pointer ever 00 -

incli:l.e:s with a poin ter to th i s l a s t ce ll . Approximately t~!O 

additional we r ds a t t he beg! :mlng of each buffer al"e used fo r 

ho l ding queue pointers as d1$cusset:l. oelo .. · and 1n Appendi x P. 

We distinguish !Jetlo:een three types of packets in the HIP ,.-hioh 

we call store and forward packets , packets for the Host and 
packets for the 1M? A s tore 

destination 11$ another site. 
and forwa r d packet 11$ 
A packet fo r the IMP , 

ol"le whose 

define:!. 
impliCi t ly , is handled by special II1P routines and does not r e­
Quire lengt ~y storage s ince the buffe r is Quickly released back 
into t he f r ee buff er pool . 

The Host com;::ut er gene r a':es only $tcre and fo r ward packets or 
packets for it:s HIP . Packets that arrive over the cOlnl:lunication 
l ines may be e i ther store and f orward packets. packets f or the 
Host . or packets for the I~P. 

A packet for the Host COL.puter may be a sine le pa cket message 
or part of a multiple packet message . Single packet messages , 
wh i Ch are un i que l y identi f ied by the l ast-packet-in _message bi t 
on packet numb er one . clearly require no r ea ssembly and may be 
:!.irectly t r ansmitt ed t o the Host ccmputer . Hhen the fi rst 
packe t is r eceived f or a multiple packet message . seven addi­
tional buffers a r e removed f rom the free buffer pool and r e ­
served. As each additior.al packet of this message arrives and 
is stored in a free buffer , one of the res erved bu f fers is re­
leased 1nto the free bu f fer pool. When all packets of the 
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~essage have bee~ reassembled , the remaining u:1used reserved 

tuffers are released and the cemplete message is sent to the 

nost . rlatting until the full !;lassa!;e is assemble d avcids the 

risk of tying up th e channel t o the Host in the middle of a 

mes~age . The storage for these packets 1s called r eassembly 
storage. 

;oach communication line has a buffer aSSigned to it which is un­

assigned upOl'. !'ecelpt of an incoming error-checked packet, where ­

upon another buffer from the fre e buffer pool is assigned in its 

place . 

A correctly received store and forward packet is placed on a 
queue fo r transmission over the first choice output commun i ca_ 

tion line . An IMP with three communication lines has three 

such queues, one assigned to each line . Packets on each of th~ 
three queues are transmitted sequentially over the communication 

lines . There is also a similar queue for reassembled messages 
going to the Host . 

"Ie now discuss the maint enance of these queues . Upon arrival , 
each s t ore and for',;'a r d packet is pl aced at the end of a first 

choice queue ~'hich is determined from an entry in a routing 
table . Each queue is linked i n two direc t ions ; so that from a 
given position on the queue, both the packet ahead of the cur­

rent position and the packet behind the cur rent position may be 
directly referenced and so additions or dele tions in the middle 

of the queue can be made rapidly. In addition , the last pac ket 

in the queue is linked t o the f irst packet , thus forming a cir­
cular queue . The last position on each circular queue is de ­

fined to be the position just behind the curr ent service position. 
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The!'e are certain p.ackets \':hich, upon ar!'ival or ge:1e!'ation, may 

be placed at the head cf a <:;.ueue at the CUl":-e:1t se!'vice position 

where they w11l be next 1n line for transmission . Thes e may in­

clude all packets for !:;·i?s and all short packets . 

K. Buffer Congestion 

\~e now discuss the subject of buffer congest ion and the techniques 

that we have introduced to deal with it. l'Ie indicate the prin­

ciple causes of buffer congestion , describe the kinds of diffi ­

cultie s ' which are caused by it arId develop a number of Simple 

strategie s whiCh e i the!' attempt to prevent buffer congestion 

from occurring or ensure the recovery from it . 

Certain Host computers -.. ;111 be primary receivers of network mes­

sages and their corres;:::mcing n;ps will have a substantial por­

tion of the buffer storage containing messages for the Eost com­

puter . Other IMPs will function essentially in the store and 

forward mode, containing sig:1ificently fewer messages for their 

own Host computers than for other !MPs in the network. IMPs 

such as these, which primarily store and forward messages , are 

critical links in the r.etwork . ~lhen they become conge~ted, they 

affect the overall pattern of traffic f low . 

An IMP is said to be congested whenever the contents of the free 

buffer pool falls belO~1 a level equal to the number of communi­

cation lines . There are several different causes of buffer 

congestion; the most serious of ;.;hich i s a malfunction . We 

diSCUSS the effects of a malfunction later in the chapter . How ­

ever, congestion can also occur during normal operation of the 
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netwo~k due ~o tra~smlss1on errors , line co~centrat1on. or re -
a:sse::lbly. 

Line errors may be er.pected to occur on the order of seconds 

apart . At 50,000 cits per secone! and line bit errol" probabilit y 

of 10- 5
, one error is expected every tl'10 second~. However , the 

errors w111 unc.oub'edly be cl'.:l5tered so that the interva l 'ce ­

t '"een error 'eu:"t, tilll probably be over 10 seconds on the aver­

age. An !l4? stores packets from t he time they 2:-rlve until an 

acknowll!d&~l!nt 1s returned. Suffieient storage has been allo­
cated to handle the reasonable peak loads of offered traffic 
and to allow for line errors. 

Line concent ration re f ers to the Sit uation when messages arrive 

on several d1ffere~t co~~unication lines and are intended for 
trans mission over the same outgoing channel. Since a packe t 
must be transmi ttej contiguously in time over a communication 
l 1ne, two packets cannot be simultaneously transmitted and t~ere­
f ore at least one of the ~ackets must wait. 

3uffer congestion ~ay also occur if insuff1cient reas sembly stor­
age is available . ~or example, if 10 netwo r k use rs are logg~d 
into one system, a!l messages have B packet s , and a buffer is 70 
16_b1t words, then 5K of core '.-Ioule! be needed for reassembly 
alone , "'1th all users s ir.:ul taneously be ing reassembled . lie may 
expect to be confronted from time to time w1th the situat i on 
Where the I MP Simply does not have enough buffers to do reassem­
bly. Furthermore, if a Host computer does go do',~:'l or if message s 
are f ed to it over many links , the backup of packets Into the 
res t of the ne twor,; could cause the entire network t o overload , 
The process of auto~atlc rerouting Which takes place when 
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messages fall co get through on a pri~ary :route (as discussed in 

the following ~ect lon) vlill tend to a lleViate t,,~s Situation . 

I n Section E ( aoove) \>;e already discussed the use of RF!\~l's for 

avert ing congestion . We now discuss several more techniques de ­

signed for coping wi t h buffer congestion . To prevent buffer 

congestion from affecting r eassembly. we lock in (i . e ., reserve) 
seven more buffers for reassembly at the destination IMP when 

the first packet of a message arrives. A reassembly packe t 1s 

accept ed only if the addition of the seven addi t ional buffers 
w111 not trespass Orlthe 25% minimum store and forvlara buffer 

space . Buffer storage is concept'J.ally divided into two sections', 

one to hold messages to and from t he Host compute~ and the other 

used for store and forward packet s . The r e is no fixed allocation 

of buffers into one category or the other . The amount of stor­

age allocat ed to each is adj u s ted to meet the network demands . 

However , some fixed minimum percentage of the total numcer of 

buffers is always reserve d for store and for>laJ;'d traffic. That 

is , an INP is never al l owed to b l ock nehlor'k tr'effic by assign ­

ing all its buffer'S for' r'eassembly packets and out going messages 

fr'c"m its Host . The minimum number' of buffers that must always 

be available to t:'le rest of the hetwor'K for store and forward 

pac~ets is an I11P program par'ame t er . Initially , \~e \;'111 dedi ­

cate at l e ast one quar'ter of the 'IMP buffers for such stor'e and 

fOr'War'd packets . 

L, Line Qua lity Dete r min a t io n and Re r outi ng 

We define the q uality (Q) of a line as the time var'ying r'elation 

of recel ved ackno\;'ledgments of a line to the total number' of 
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packets r~qulri~g acknot::.~g,~ent transmitted over the 11ne. Thus, 

t he quality 115 a s~nple a~~ cirect rn~asure of transmission suc ­
ces, on the 11ne . The q:al1ty of a broken line 1'1111 rapidly drop 

to a very low value . 51!:'.!.larly, the quality of a line to a con­

gested HlP v!hlch does not rasularly acknowledge packets will also. 

c!.rop. This qual1ty factt:' 115 used in two ways: to detect dif­

ficulties with the functl.:nlng of a l1ne for statist1cs gather­

ing and trOUble r eportlnS. and a' a criterion for r,routing. In 
addition to the 11ne quality, there 115 an a priori weighting of 

t he lines that reflects t~e ceslrabl11ty of using each 11ne to 
reach a given destination. This wei6hting is designated by the 
letter K. The determinat~on of K for each line to each destina­

tion is a complex judgmer.-:al matter, reflectlng not only the 
topology of the net but .:so knowledge , as it l s gained , about 

known average trafflc pa~,;erns. Such informatl on comes from 

human analysis of network per formance. The value s of K are thus 
selected in advance , loao!e:1 into the 114? as required., and kept in 

a routing table . 

Unless a line is disableo!, w~en a packet first ar:'ives ir. an III,?, 

rea~v to be sent to some :ther IMP, the packet ls placed on a 
queue f or the line with l!rgest value of K. The Hne quallty is 

thus not normally used ir. the initlal transmissi on, thereby 
guaranteeing that llnes are tried frequently ln order to maintain 

an u~- to- date estlmate of~. Of course, routlng for r.tran6-
mi •• iDn l s based o~ both ~he line quality and the K factor. 

Regular ch~C kS are made C~ the status of all entries in the 
queues as part of a time :ut procedure, in orde r to cons ider the 

possiblity of retransmlss~on. The algorlthm which selects 

packets for retransmlsslCt. workS as f ollows: Each ~uffer on a 
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queue has a "sent" bit "'hieh is set to one '.,r.en the contents of 

the buffe~ have been transmitted . The bit is r~set to zero if 

the buffer i s to be retransmitted. During each ti me out proc e ­

dure, a check 1s ~ade to determine if a t i me out has occurred 

since the packet v;as last transmitted. If tne packet was trans -

mit ted bu t has not timed out , the sent bit is left on. If the 

packet has timed out, a calculation is made to determine the 

most deSirable route and the packet is rou ted accordingly. The 

ca l cul ation will be a simp l e function of the line quality and 

t he preassigned weighting of the line. 

We have not attempted to specify tt:e alternate routing algorithm' 

i n greater detail at thi s time for t\,'O primary reasons. First, 

any reasonable algorithm will perform acceptably in the initial 

net since the connectivity is so limited . Secondly, we did not 

want to include as part of our proposed design, an ad noc s o l u­

tion to a problem upon which the net t,·ork performance will be 

crit i cal ly dependent under heavy load . We pla~ to prOVide an 

a l gorithm which is adaptive, free from recurring loops , and re­

f l ects ou r best judgment on this matter . 

He have designed and operated a netwo::-k simulation program en ou r 

9~O .computer. The program drives a CRT ""''''Y 
to assist in the testing and simtilation of 

that may be used 

algori thms. 

See Appendix H for a brief description of this simul ation pro­

gram. This simulation will be a valuable inst ru~en t in studying 

improved routing algorithms . The algorithms can then be tested 

by actual network experimentation. 

I!I-~7 
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I'" Network Introspection 

As the netl'lork operates to se rvice Eosts , it must monitor its 

0\-1:'\ performance to det ect faults , take correc tive actions as re­

quired , and report on its own activity to various points in the 

:1etwork. 'r-he reporting funct:.on inCludes urgent messages about 

malfunctions , prompt comr.lents about changing condit10ns, and 

more leisurely periodic summaries of stat istical performance. 
In order to permit such mcnitoring, fault recovery . and report­
ing by the program, adequate "test points" must be built lnto 

the hard~lare and the operatlo::al software . In addition, decisions 

must be made as to where reports of vari ous types should be sent; 
reports might go to a local Hos t, or to a "special" Il~P run by 

the nehlork contractor, 0:" to ARPA, or to a particular special 
Host , or to some ccmbination of these places . I'le do not feel 

that the choice of destinations is a crucial issue at this time , 

and for purposes of discussion we have assumed the existance of 
a "network measurement center" (NNC). This NMC is presumed to 

be ' a particular int erested Host . 

In the remainder of this section , we first discuss detection, 
reporting, and recovery f!'om three kinds of faults, namely , Host 

faults , line faults and Hi? faults. ,Ie then discuss the tech ­

niques to be used for gatheri~g detailed information about net­
work perfor mance, and the reporting of that performance; finally 

11e summarize the kinds of abncrmal messages which will be gen­
erated in these processes . 
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1. Faults 

1.1 Host Faults 

If a nost actually goes eff the air, either voluntarily or through 

a traumatic fallure such as loss of pOl"ler , a special Host ready 

indicator which resides in the !)·jP/HOST Interface (and 1s de­

scribed 1n the Appendix on hardHare) will be turned off . Any 
change of state of this indicator produces an interrupt of the 

HIP ; thus , the HiP program may note the change and take action. 

If the shutdown was voluntary, the IMP may have been notified 
previously and therefore suitably modified its tables . If no 

prior notification has been received, the H 1P informs the cur­

rent remote users. A message saying "My Host is down " will be 

sent to users who try to login at unavailable Hosts, The normal 
result of a traumatic Host · failure is not only the immediate 

quenching of additional messages from the sources, but a dis ­
carding of all packets in the net addressed to that Host upon 

their arrival at the destination HIP . When a Host comes b&.~~ 

up afte r a do~m period, the ready status will change to on and 
the I i1P will note this change. Test messages may also be used 

in this case to confirm proper operation of the channel to the 
Host. 

A more difficult case occurs when the Host fails in some way 

which does not change its ready status , but which nonetheless 
destroys its ability to interact with the network. Such fai l ­

ures, for example, may be caused by software bugs , or minor 
hard~lare tranSients, which can cause programs to loop. In order 

for the IMP to detect such a situation, it will 
of the quality of communication with the Host. 

keep an indicator 

If normal IMP-
Host message flo~1 is greatly diminiShed for some comparatively 
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10:1g time , the Il·!? >li11 aSSUr:le that the liost is dN:n and >1111 

t ake the sa~e action as if the ~eady indicator had been turned 

off . To determine Hhen the liost is again available involves the 

use of test ;;:essages frolT, the rrr,p to the nost. The outage of 

the liost , even for extended periods, does not 1n any way affect 

the HiPs ::oole 1n storing and forwarding other network mes~lges . 

1 . 2 Line FaiZu ree 

The normal operational HiP program maintains up-to- date l ndica­

tlo~s o f the quality of every incoming and outgoing line. If 

the estimate of qua lity on a given line falls belcl'i a preset 

clip level (a program parameter). the I MP \il11 in f orm loca l per­

sonnel by changing lights in the ligh~s register, and will in­
form t he NI·;C ~y prodUCing a trOUble report. Thi s provides a 

relatively straightforward and posi t ive procedure for keeping 
track of li~e trouble s . 

Checks of the lines wil l also be done curing initialization of 
the I!1P program , and also curing scheduled and :,mscheduled 

maint enance of the line . A special HlP program ~lil l be able to 
cross patch each line uncer program control and test the Modem 

and Interfaces of each line . It is concei vabl e ~hat such c ross­
patch tes ting cou ld be built into the operat ional progr am at a 
late r stage i n the development of t he nehlork, but we do not 
plan t o include it initially. 

1. J IMP Fa1l. ZtIJ 

Desp ite the extreme provisions fo r reliability bui lt into the 
I!1Ps , faults -,:ill sometimes occur. De t e ction of these faults is 
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necessary to ensure smooth operation of the net'·:ork . I n scme 

cases (such as total failure). an n~? will be unable to detect 

trouble itself. Provision must be !:lade for neighboring H1Ps 

(which do detect such failure) to re;:>ort this. Communication 

out side the network channel (e.g . , by phone) wi.!.l then be I.:sed 

to inform personnel at the site of the HlP of that H!?'s mal ­

function. 

On the other hand, t he majority of HlP failures should be able 

to be detected at the Hi? itself by making the clOer-ating program 

periodically reset a timing device. Failu re to reset the timer 

before it times out will set a failure ind1cator. 

Th1s internal failure detector can communicate the failu~e to 

the failed HlP or to a m.aintenance pe~son without resort to ex­

ternal communication. For this reason, we have included an 

i nternal failure detector utilizing a time-out period . 

~aving detected failure , there .are several methods for imp le -

mentating a restart . Certainly the simplest to implement at the 

I outset is to arouse the ::ost operator with an alarm and allol>' 

him to load the system via the paper tape reader following the 

I 
I 
I 
I 
I 
I 
I 

sal:le simple p:'ocedure employed in start-up of nel1 program ver­

sions. As the system evolves , automatic restart procedures 

could reduce the outage time caused by trans i ent failure. Ideal­

ly , the HIP could restart automatically from an auxilIary stor­

age device capable of multiple restarts. Alternatively. one 

could resta.rt by automatically reloading the I/1P from its Host . 

(We do not faVor involving the Host ~ith this task . ) Still an­

other alternative is to reload one HiP from another by caUSing 

a loader to be put into operation 1n the failed It1P . This HiP, 
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in turn , requests and checks t he reloading of the ope rational 

program fror.1 a neighbori:-lg IH? 

".Ie ,!ould tend to order these automatic restart alternatives on 

t:,e basis of HIP autonomy and s implicity, and wou ld thus tend 

to favor first an auxilIary storage device ~ follo~led by restart 

frcr.1 a neighboring IN? and, lastly, res,tart from the Hcst . The 

actual chOice and implementation of automat ic restart should be 

t:-.e subject of further study and experiment in the 4 node net­

,·,ork . Initially , the IM?s should be restarted manually with 

J;aper tape fo llowing a hardware alarm . The 4 :-lode HI? equipment 

\,ill support experimental investigation of alternative automatic 

restart methods ; the rr~p ~Iill have a limited amount of protected 

memory and a suitable timer for this purpose . 

An IMP which fails may be a critical node .,;hich cuts off some 

existing links . 

all links to it s 

For example , a destination H~P failure cut s off 

Host. 

tc such an outage . All 

The network must respond appropriately 

links through the I!1? will q uickly be 

blocked since no RFNM messages w~ll get back to the sources . 

?ackts trying to get through a down H1? will circulate in the 

system , try ing to circumvent it , IIThen the I!~? comes back on 

t~e air , the messages will eventually reach the destination and 

be discarded . 

Should an IMP be down for an extended period, some sort cf meCh­

anism is required to purge the system of unc.eliverable packets . 

VIe have nO,t settled on a particular technique but have considered 

two possibilities. The first of these is to include in each 

packe t a handover number that wou l d increase on every HIP-to-

UI? transfer and that "'auld allow a discard of the packet when 
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a (high) el1p level 1s ~eached. A~ alternate e~proach 1s to have a 
Host generate special rr.essages f or this purpose. 

Z. Performance measvrements 

We propose two main techn!Ques f or gather ing performance 1nfor­
mation on the operation of the network: ( 1 ) Regular measurement 
by each IMP of its internal ~errormance; and tran smiss ion of 

. that information on e- per10dic bai5is to the NMe and (2) the trac ­

ing of messages thro~gh the system, result i ng 1n the gene rati on 

of report packets a bout that message proce eding to the NMC f or 
reconstruction of the message path . 

a ) Regular Data Gathering 

Each IMP will in Clude 1n its operationa l program a routine that 

will be run on a clock interrupt . Thus the ?ro&~am wi ll run 

periodically independent of the load on · the n4P at that time , 

This program wil l sample some pr ogram paramete~s and either save 

the- values or running averages cf these values . '<'he f ollowing 

list provides e xamples: 

'.1. Empty buffer count 

2 . Number of me s.sages being reas sembled 

3. Queue length of output Queues 

11. Number ·of sent but not acknowledged buff ers in each Queue 

5. Quality measures 

6 . Rate o f inputs 
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The lin of sample ~ara:neter$ Kil l then be lnclude~ in a speci al 

r-eport message ",1 :-ecud to the m·le . rIe ~el1eve t h2. t t his reSl,Iler 

techni que of reporting wl11 provide a comprehens~ve hi story of 
what t he I:·jps are doing. It :latu:-ally aS$I.::l:es soree attent ion 0:1 

the part o f the rlJ.!C, but obv iously relllalns a matter o f Choice. 

b) Tracing 

The othe r data gattering CacUity. which we bel!.eve will be ex­

ceptionally useful , we call tracing. A common notlon 1n computer 
programming, tracir,g allows one to obtain either a small amount 

of information or a large amount of information as the trace 
proc eeds. We bel i eve that our network trace feature has the 

same e xtremely desirable flexibility . 

Any or all messages may include a trace bit 1n the header. 11es ­
sages with trace b!.ts may be initiated by the NI·~C or by other 
nosts . :or e xample , trace bits could be put in some set frac ­
tion of each Host's messages . In fact, we can think of a nUJ:'Iber 
of t echniQues whereby trace bits could be added to me ssages on 
a s2r.!ple bas i s . To give one nore e xample, each IN? could be 
asked to inc lUde a trace bit in every mth I~? message. We be­

lieve this techniQue will permit occasional sampling or complete 
tracing of messages in the network. 

When an :::r~P receives a message that inclUdes a trace bit, it In­
curs the addltiona l task of noting 1n detail how it handles that 
partic ular "message. When the If1P has finally released that 
message, it must generate the special report about that message 
and send t he report to the N~'C . The NMC '01111 thus recelve a 
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S!::juenee of report ::lessai>~s for each r.lessage that cC!'lta!.ns a 

trace bit . I t should the:1 ce poss! '::! l e fol' the ;·:;·jC to sent rete 

a good representat i on of t!':. e ;lath ta:<en \::y that message, or by 

a group of messages 1n t!':.e networ k. 

3. Summa ry o f abno r mal mess age s 

Results o f the In tro spec t !.o!'1 d iscussed above are tran sm!.t t ec by 

"abnormal" messages that are generated by DIP, f or thes e specla l 

purposes ; these abnormal ::les s ages are not part of t he normal 
flow of data be twee n nost s . We believe that there will be a 
lars! number of packets of this type , but it 1s impossible to 
l1st them no'" with any confIdence. !iowevel', we can distinguish 

between several kinds of packets , and provide an initial es t i ­
mate of what types might exist . 

We group the class of special packets into three categories . 
The firs t category contains those packets l'I'hich only cross 
Hi?/f100EM Interraces and contain all mp-to-I~? :':1essagas. The 
second category contains those messages . which only cross an 
IMP/HOST Inte rface . The t hird category defines ~essage$ which 
cros s one HOST/IMP Interrace and one or more IMP/MODEM Inter­
faces . (I f two HOST/IMP Inte rfao es are cr ossed, the message is 
a 50st-to-~ost message and considered to be part or the Hos t 
pr ot ocol. ) 

We li s t some of the specia l messages in each of these three 
categori~s : 

1. Across IMP/V-ODEM INTERFACES 
a . Query 
b . Response 

III-55 

• 



I 
I 
I 
I 
I 
I 
I 
., 

J 
I 

• 
I 
I 
I 
I 
I 
I 
I 
I 
I 

RFQ flo. DAHC15 69 Q 0002 Bolt Be r anek and ~ewman Inc 

o. HlP going down 
d . Ii-jP back "P 
•• AcknO\>lledgment 

f. Ready for next message 
g . !·1y Host " down 

2. ACROSS U;P/HOST INnRFACES 
, . Quer-y 

b . Response 
o . I ,m going down 

d. Ready foc next message 

JA. IMP TO REMOTE HOST 
, . Fault detected 

b . Report generation 

B . HOST TO R::r10TE IMP 
, . Change routing table 

The above list contains some entries such as "Ny Host 1s down." 

In connection with messages such as these , we wish to here intro ­
duce the notion of busy Signals. In making a telephone call , 

there 1s no indication , at the telephone and before the call 

is tried, that a line will be busy , out of order, or not an­

swered . We fee l that this 1s a powerful conc ept as applied to 

the network. For example, when an actual user. at a Host Site 
tries to use the network to call some other Host , at that time 

the network should try the call and then send back a message , 
finally reaching that use r, which says , "Sorry, the Host you 

Just tried -to call is down . " This arrangement has the advantage 
t hat as a given Host goes up and down it is not nece s sary for 
large numbers of control messages t o flow around the network . 

To keep everyone informed of the instantaneo~s status of that 
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Has t. Instead the status 1s made available non rec;,uest." Tn:!., 

a~OIroach can be applied to many sltuatlo:ls ~: 1th :!.:1 the n~tl'.'erK , 

and ~:e propose to apply 1t where possible . Naturally some 

status lnfor~a tion will , in fact, be kept d1str1butej, but we 

will try to mlnlmil;e the number o f different kinds Of stat!.:!! 

tables that must be kept up-to-date, 

U. The Ope r at ional IMP Pro!lri!1II 

Inasmuch as the operat i onal program implements the strategy and 

protocol of the network, some discussion of general philosophy 
and its s16nlflcant features 1s 1n order . 

Secause ot the experimental nature, the diffuse geography and 

the multipl icity of Host types of the network, it 1s essential 
that the p~ogram be simple and crisp. The prog~am should be 

divisible into clearly defined functional units with as few 

interconnecting pathways as possible. This approach will g~eat ly 
dmpl1Cy the debugging of the soCtware. Since the network will 

evolve as we lea~ more about networks and their uses and con ­
Straints , the program must be designed to allow Cor changes 
and modifications . 

To cope with a wide range of real - time data rates, particular 
attention must be paid to timing requirements. In addition , 

since much of the IMP memory is given over to buCfer storage 

(both to and Crom the local Host and fo~ store and f orward). 
the program must be as compact as possible. Of the 12K of 

memory, we expect the progra. wil l eventually occupy approxi­
mately one-half to two-thirds. The network soft ware is out -
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lined in this sectien and a set of flow diasrams is included in 

Appendix F. 

We feel that the only sensible language in which t o write the 

HIP software ls DDP- 516 assembly language . This vi1ll enable the 

nIP ;lrograms to be as compact and eff icient as possible, which 

ls something a higher level language typically subverts . Opti­

mum efficiency ls essential here; when a program must deal with 

low level hardware conSiderations in rea l tlme, a high level 

language becomes more of a nuisance than a convenience . Al­
t hough a high level language makes programs more readable and 
easier to debug , we do not feel we can afford the luxury. 

Figure III-l~ 1s a schematiC diagram outlining the cont rol logi c 
of the operational program. It has five basic pieces: an 

in1tialization routine , interrupt routines , task routines , 
shared subroutines , and background routines . The program is 

started at the 1nitializat1on routine, Whi ch first goes through 
a machine and interface checking rout1ng . It then sets up in­

puts for all input cha!"lnels (from Host and phone l1ne ~lodems) 
such that, when an input 1s complete, an interrupt will occur . 

It also enables the clock interrupt and does all other initiali­
zation that 1s necessary and then turns control over t o the 

background loop . 

The routines of the background loop are cycled through repeatedly 

until an interrupt switches control to some other routine . When 

all interruptions have been serviced , control is returned t o 
the instruction in the background routine which was about to be 

executed when the first interrupt occurred . 
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,":hen an i:-,terrupt occurs , a call to the routine asscciated I'.' ith 

that interrupt 1s executed. This call save3 the poin t of inter ­

ruption so that cc~trol can later be returned tc the proper 

p~ace. The interrupt routine also saves the state of the ma­
chine for restoration upon return . An example of an interrupt 

condition is the cempletion of the input of a packet from a 

neighboring HlP. ?he input hardware calls the interrupt routine , 

~lh1ch sets up anot her input , rearms the interrupt 11ne and 

designates the received packet for subsequent processing . The 
input interrupt routines are indicated just belcw the initiali­

zation routine 1n the diagram. These interrupt routines prohibit 
calls of themselves while they are running by locking out f ur­

ther interrupts of the same kind upon entry to the routines .' 
Consequently , these routines must be very fas t so that inter­

rupts can be re-enabled quickly and not be missed. Most of the 

time - consuming work is taken out of the interrupt routines by 
having them merely stack calls to other routines (cal l ed task 

rout ines) on a task queue which will be executed in wnat is , 
in some sense, high priority background time. This allows some 

time buffering of packet handling if the handling routines take 
more than real time f or a short period . 

The question arises as to how the tasks contained in the task 

queue are ever processed, since the interrup t routines return 
control to another interrupt routine (if interruption occurre d 
there) or to the background routines \·,hen all interrupts have 

been serviced . This is done as follows: each time a task is 

entered onto the task list, a check is made to see whether there 

*The DDP- 5l6 provides for this with a convenient interrupt se­
:ect ion mask and enable scheme.-
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are any previous tasks on the qt:eue . If :'lot, a special na r::';, 3!"e 

feature is used for a prcs!'am-initiated 1nterru:;H (ce lled the 

"task interrupt") , which is set so that , ,·:hen the "nor",al" 1n-

"errupt routine returns to the ~ackground loop and re-enables 

lnter!'upts , the "task interrupt" will take control and allo\',' 

entries ~o be process ed in the task queue. (The ~NTER-7ASK and 

TASK- INTERRUPT routines are shown in t he bottom left and the 

bottom right of Fig . III-l~ . ) \~hen the task list 1s empty , con­

trol is returned to the point of 1nte rrupt~on 1n the background 

loop. The interrupt routine ~hlch er.ecutes tasks can te inter­

rupted by any other i·n t errupt routine but ~.'ill never interrupt 

i t self . Because calls of the task routine s are executed se ­

quentially, there is no need to make the task routines re­
entrant and indeed this is the fundamental ~eason for queueing 

tasks . Appendix F includes an example of the use of task and 

interrupt ~outines . · 

There remains a set of routines called t he shared subroutines. 

These are the routines that make entrie~ on the task list, the 

~outines that handle empty buffers, etc. Other inte rrupts l·:hich 

may ca.11 these routines are locked out ;.!hen these routines are 

called. 

In summary , then, there are really three levels of priority , 

each .corresponding to programs Which perform a particular type 
of func1;ion: 

1) interrupt ·routines that interrupt task routines and back­

ground.routines and even some other interrupt routines; 

2) task rout ines which (in some sense) i nterrupt the back­

ground routines ; ·and 

3) background routines . 
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The inte~~upt ~outlnes fo~ the int e~faces are activiated as buf­

fers fill , or are er.,ptied . In general these routines reset 

pointers, make entries in the task qo.:eue fol" handling filled buf­

fers and releasing e~j)tled o~es, and reactivate the interface 

1n question . The clock interrupt routine indexes a higher order 

clock counter ~.'hich i s maintained 1n core memory and adds to the 

task list the task that tests for packet time out . Some cf the 

task routines are: a llocating and reclaiming empty buffer stor­

age; handling short buffers with high priority; timing out for 

Ii-lP-to-Ifoj? ackno'.o:ledgments and retransmitting (,.hen appropriate) ; 

proceSSing end-to-end Requests-ror- Next-Nessage ; locating the 
next buffer to send; identifying incoming messages and placing 

them on the proper queue for transmi ttal either to the Host or 
into the proper output line; transmitting IMP-to-IMP acknowledg­

ments ; reassembling messages for the l ocal Host and transmitting 
Requests-For-Ne xt-!·lessage after reassembly is complete ; breaking 
off destination information from the top of me5sages from the 
local Host and fabricating and attaching link identification; 

and other header information to outgoing packets of a message . 

The concept of three priority levels, and the availability of 
the background loop permits the l!1P to perform much more exten ­
sive computations on an occasional baSis. Thi s is particularly 

important if the need arises for word-rate jobs on occasional 
packets . I f Host - peculiar programs are required for ASCII con ­

version , or for ot her data transformation tasks , such jobs may 

be accomplished wit hout disrupting the tight timing of the in ­

terrupt routines or the task queue . Background programs also 
include such Jobs as transmi tt ing and checking received network 
test messages and miscellaneous statistics gathering . 
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1. Summary of IMP program routines 

I nitialization 

Checks hardware of machine and interfaces, sets 

up initial inputs , enables interrupts , and does 

other nacessarl ini t ialization . 

Background loop 

Set of routines executed cyclicly, in order when 

not interrupted. 

Execute task 

Executes entries on task l1st 1n order. 

Input from nett/crk 

Answers interrupt, sets up new input from 

network line, and enters task on task l1st . 

Output to network 

Answers interrupt and enters task on task l1st . 

Input from host 

Answers interrupt and enters task on task list . 

Output to host 

Answers interrupt and enters task on task list . 

Timeout 

Answers interrupt and enters task on task list. 
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I nput from network 

Puts ack!'lo~;ledgment on output Queue and 

dispatches . to the input processing routines . 

Out put from network 

Finds next unused bu rrer , marks it sent and 
s ets up output. 

I nput fr om Host 

Appends header .to buffer , etc ., puts bu ffe:" on 

output queue, a nd sets up new input . 

Output t o Host 

Sets up output to next buffer t o Host. 

Timeout 

Searches output Queues for any unacknowledged 
buffers and reroutes t hem . 

Ent er task 

If task list 1s e mpty . initiates program inter­

r upt and enters task on t as k 11st . 

Get empty buffer 

'. 
Calls Execute task if no empty buffers remain 
and returns buffer. 

Return empty buffer 

Rerouting 

IThese routines do most o f the work ot IMP pr ogram . 
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He feel tnat the program structUl'e Just described meets the goals 

discussec earlier. The program 1s constructed of functional 

modules that are logically independent, thus giving the~ a sl~­

pllclty that liil l r.1ake their coding, debugging, and understanding 

easy. Such modularity also enabl es natural and easy addition and 

dele tion of functional ~odules . 

Recursion (l.e., reentrancy) , which 1s costly in time, 1s elimi­
natee through use of the task list that also provides a slngle 
consistent manner of calling and passing arguments to subrout ines . 
Speed 1s also attained by moving pOinters rather than buffe r s and 
by keeping buffers on doubly linked lists for easy insertion and 
de letion from queues. 

While the proposed program structure does not waste space, it is 

not designed to be as short as possible. We feel it is not worth 

the additional complexity that results from routines ·,.;hich share 
short pieces of common code, especially since the routines run on 
interrupts and interrupt each other. Of course within a routine 

we will use all of the cleverness at our disposal . 

2. Timing and space considerations 

In this sect ion we estimate the running t ime of the crucial rou­

tines of the Il1P program, review the consequences of these times , 
and estimate the storage requirement of the IMP program. 

Appendix F .details the func t ions of the various IMP program rou­

tines . A study of these routines yields our timing estimates . 

We firs t consider in detail the running t ime of the INPUT-FROM­
NET',JORK interrupt routine (we actually coded sample routines) . 
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The coc.in~ l"equ11"es 40 !.nstructions with an ave::,ase tlrr.e of 2.5 

\ls/l:-:s;::-uction. ' :e nex,:; estl!:1ate quite closely ~he l"unning tll:1e 

of t;;e ;,:::?HORK-I N?rT task routine, including t he STOR:::- AND-FORl'iARD 

input processing rcutine ''''hieh lie feel approxlt:'lates an average 

path t hrough the 1,::;'I'HORK-INPUT task routine . This we also esti ­

mate to be 40 instructions . 

We also estl:nat e 1;,:at the OUT?UT- TO - NETWORK interrupt rout ine and 

the ;,ET',iO::li\ - QUTPUT routine will each take about 20 instructions . 

The tirr,e required to handle the Host 1s under the HlP's control 

and 1s also down br a factor of four from the tine required to 
handle the four modem lines and may thus be terr.?orarily discounted; 
rerouting happens ~arely , as it is clocked . 

Thus , t~e bulk of :he work may be tabulated : 

40 in~'Oructions INPUT-FROM-NETWORK 
40 in~tructions NETWORK-INPUT 
20 in~tructions OUTPUT- TO-NETWORK 
20 in~tructions NETWORK- OUTPUT 

Since t~e number cf instructions required to pass a packet i nto 
an r:·!p is 80 and t~!! number of instructions required to pass a 

packet out is 110, \-:e take the average number to handle a packet 
to be 60 instructions . Adding a factor of one-half to take into 

account things we r.ave forgotten (overheads of various types, 
Host routines, and a share of the rerouting time for each packet) , 

we arrive at an estimate of ninety instructions required, on the 

av erage, to pass a ?acket across an Il1P boundary . 
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Usir!S t!":ese nUr:1bers , Appendix C dra~:s the fcllol"l1ng conclusions: 

2.55U.::-.i!1S the EFQ model (i.e ., ~ l1!'lKS , 15Kb lines , 3~1I bit packets , 

etc.), 14% of the machine time is used. Assuming t~e RFQ model, 

but \-:ith all 50Kb lines, 1131 of the machine t1l:le 1s used . 

1"le finally estimate , based on experience rather than actual coding, 

that the storage necessary for the main H1P program outlined in 

Appendix r - the program which does the hard , fast, "necessary" 

\~o:'x - will fit in 2000 words of DDP-516 stol'age. The remaind er 

of t~e prog!"am (the background routines , the special H 1P-TO-HOST 

message routines, et c .) 1s much less well defined but we estimate 

that it will occupy somewhere around ~OOO words. This leav es 

about 6000 \<I·ords for buffers and program expansion . 

3. Test prog ra ms 

Typically , many of these programs are short and simply pump test 

patterns through the l.nterfaces for observation on an oscillC?scope . 
Programs for loop and inter- computer t ests in general \<I'i11 not in­

volve complex error analysis although they will include error de­
tection . The more sophisticated t e s t programs transmit and receive 

(in loop or inter-computer configuration) random patterns, checking 
for ident ity upon receipt. No program means exists for generating 

errors in the cyclic check mechanism of t he hardware, but failure 
can be introduced by temporarily disabling check character genera­

tion in the sending hardware . . 

4. Utility pr ogr ams 

The DDP- 5l6 comes with an assembler, a primitive editor, a program 
loader and an octal debugger. Assembly of programs will be done 
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at the test fac:Uit y on a 516 \·:hich 11'111 have a ~i&h-speed ~unch. 

?roSrams will 'ce composed and edited on BEtJ's PD?-ld cO::lputer 

under time-sharin,;; and 1'.'111 be punched in ASCII for the 516 , 
assembler. ?his requires the construction of nc additional 

sophisticated utility programs, a110';5 multiple users access 

to program composition facilities , and causes no disturbance 
of the standard DDP-516 assembly and debugging system . 

O. Optional Site Arrangements 

We have given so~e consideration to three special sorts of site 

installations: one with two hosts to be served, one 1n which 

the I!1P acts as a terminal controller, and one in which the IMP 

services the Host as a data concentrator. For the site with 
two hosts , two HIP/HOST hardware' interfaces will be required. 

While the standard interface is modular in nature and t\~O such 
interfaces can be installed in an IMP, this installation ,creates 

a special Situation. First of all, either additional p~1or1ty 
interrupts will be required or some of the normal priority in­

terrupt channels \<.ill have to be reassigned. -In either case, 
some special tailoring of the standard program \~ill be required , 

at the very least, to enable it to hanale the interrupts properly. 
The ' 16 channels of the D/olC are suffiCient to cover this case . 

However, we feel that generalizing the standard program in such 
a way as to make it directly suitable for either a one or t\~O 

hOst installat)on is not sensible: the additional required 

sorting an~ routing is simply too expensive in terms of time 
and space to warrant its i .nclusion in the standard version. On 

the other hand, the program i s amenable to modifications that will 

enable it to handle the two host situation -- but with some degra­
dation of -performance . 
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I be use ful t o tlut into t he HIP those functio::s o!' a HoSt com;;uter 

that allow users at Teletypes t o converse I>':!.th c.1stant !'lode!. 

I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 

To do thiS, one might first conceptually partiUon the Ii1P com­
puter into two parts - one for the niP r.ehlork program and one 
for a progr~ simlla~ to the Host network program which each nor­
mal Host has . This partition is easy to make since bot~ pro;rams 
will run asyncronously on interrupts. Additionally, a Teletype 
scanner must be attached to the 1/0 channel for the pseudo- Eost 
network program. This program maintains an input and an output 

. . 
buffer for each Teletype line and gathe:'s characters for the 
buffers as the scanner collects them. When a buf fer is full, it 
is passed to the HlP network prosram as a packet. The I,~P >:ro­
gram which normally deals with the Host interfaee i s nO\1 no longer 
necessary . 

This scheme subtracts from the time available for the n iP network 
program to service store and forward packets. ,The method does 
not detract from the space available f or buffers, since the pseudo­
Hos t program replaces the IMP Host interface program,and the 
pseudo- Host program shares buffer s torage with t!le IMP network 
program. 

If there is a Host computer at a network nod~ it might be feasible 
to us'e the IMP as a data conCentrator for the Host. In this case , 
t~e pseudo-Host program described above is still necessary; in­
stead of passing packet s to the IMP ne t work program , the program 
passes them to the Host . The Host can arrange to process these 
special packets as, for example, l1ne-at-a-Ume 'I'eletype input 
to the standard nost operating system. 

• 
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Once again , no t1~1ng prcblens occur since the separate IMP pro­

grams are run asynchronously on interrupts, but "he additional 

HlP program does subtract from the available space s1nce the IMP! 

Host interface program cannot be omitted. 

We have not investigated these issues in any rflG:Z detoi~ . There 

are many other possible, perhaps better. methods of simultaneously 
uSing an HIP for a data concentrator or terminal. 
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CHAPTER IV; IMPLEMENTATION PLAN 

This seetion discusses the key features of our proposed lmplemen­
ta~lon plan, provides a detailed schedule. ~~d lndicates the 

major tasks and major milestones. We first discuss some key 
features of the plan: 

First, we propose to org~~lze a development and test facility at 
BBN including an addit10nal (1"lfth) computer. Initially the 

fac1llty would consist of a production , non-ruggedized. DDP-516 
f or early use by BBN .programmers. Slightly later , this machine 
would be retrofitted with single - thread interface units and 
would then become a "test set n for the checkout of the first 

ruggedized IMP unit, and for the prototype tria! of hardware and 
softJo.'are for a single IMP (loop test) and a two IMP connection. 

Finally, the facility would be used tor the system t~st ot the 
I remaining three IMP units prior to shipping to the field. In 

I 
I 
I 
I 
I 

essence, we feel that five computers must be purchased to obtain 

four in th~ field. There are several possible ' eventual disposi ­
tions tor this machine: it might be used as a test set in con­

nection with the production of the larger net .or, by retrofitting 
additional interfaces , it might become a apars or it might lasily 

allow ARPA to outfit a complete fifth IMP s ite. 
.. 

SeCO~d , we beli eve ~hat a r . al prototyp. pha •• o f development 

must be.undertaken. We are not w1l1ing t o produce a design, 
bu11d four copies, and install them 1n the tield. We wish to 

build a prototype, test that prototype, have time in the schedule 

for l1m~ted hardware modit.icati ons , and then build the f1nal 

I units. This opin1on is based on many factors, and 1ncludes: 

I 
I 
I 

IV_l 



I 

I 
I 
I 
I 
I 
I 
I 
I 
I 

RFQ No. OAKC15 69 Q' 0002 Bolt Beranek and Newman inc 

1) The combination of relating ne~1 50 K3 modems and ""'0 new 

interface designs with the normal difficulties of computer 

co=unlcation makes the systerr, too complex to tr:lst an un­

tested design; 

2) The sofn,are system is sufficiently complex and involves 

sufficient timing problems ttat a trial 1s very important 

before freezing the hal'd:.>ar<l design. 

This need for a real prototype phase does , however , have an un­

fortunate total effect on the sChedule. BBN does not believe 

that nine months 1s a realistlc period for putting four IMPs 

Into the field . We have chosen to offer a schedule variant 1n 

the belief that the described method is t he fastlist way to ob ­

tain reLiabLy opl!:!'ating Il4Ps in the field . We propose to install 

the first two units in the field by the nine - month point but 

effective four-IMP tests would not commence until the eleventh 

rr.onth. In order- to include the three month "available" period 

described in the RFQ, our total proposed contract period i5 15 
months rather than 12. 

Third, we offer the novel idea of using the extra IMP machine to 

Simulate a Host , ~ather than building a completely extra Host. 

interface to one of EBN 's local time - shared systems. We care­

fully considered using our 9~0 system as a Host; this initially 

appeared very attractive, since the SRI machine is a 940 , and 

we had hoped the complete (two- piece) Host- IMP interface could 

be built at BBN for testing and then moved to SRI . Upon closer 

examination, this proved to be wiShful thinking, since the entry 

point to the two 940 systems is completely different . Further, 

even a 940 test program would not be transferable, since the 

two executives are different. It then occurred to us that an 
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II;? is an ideal liost simulator, since, back-to- back , the inter­

feces match perfectly with no hard\~ar'e ;>roblems . Further, using 

an niP avoids a completely wasted softl';are effort and expense 

that is not inconSiderable. 

A. Schedule 

Figure IV- l shows the schedule proposed by BBN to accomplish the 

requirements of the contract. Related tasks are connected by 

arrows, major milestones are indicated, and delivery dates for 
formal reports are shown. The dates shown in Figure IV- l are 

the result of a careful analySiS of the tasks to be performed 
and the lead-t ime for delivery of the hardware to BBN. 

This schedule inte rmixes work to be performed at BEN with work 

to be performed by Honeywell. In general. BBN has already de ­
signed the special i nterfaces (see Sect ion III - F and Appendix E) 

but Honeywell will take responsibility for implementation of ·the 
interfaces and integration with the DDP-5l6 computers. The 

"system development and test" as well as all software efforts 
will take place at BBN , but Honeywell will provide design engi­

neering ass1stance , on location at BBN, during the early phases 
of If!'P 1ntegration with modems, and this support is integrated 

into our cost proposal . Similarly, Honeywell will assist , both 
with design engineering personnel and field engineering person­
nel, in the field 1nstallation phase on the West Coast . 

In order to m1n1m1~e the time required to complete the IMP de ­

liver1es, the various tasks will be performed concurrently to 
the greatest extent possible . Design of production hardware will 
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begin on Day-One of the contract, since most of the hardware de­

sign pa::-ameters are known and are not likely to change. This 

task 1'1111 receive inputs continuously from the Hardware Design 

and System Development Tasks; so that when the l ogic design 

freeze occurs at the end of t he fifth month , only two weeks wl11 
be required to complete the f inal product1.on documents - for ex­

ample, revised wire-tables. In order to accelerate the con­
struction of software, BBN proposed to take delivery of a stan ­
dard DDP-516 computer at the earliest possible date (no later 

than thirty days after contract award). This comguter wl11 then 

be retrofitted with prototype interface hardware as soon as 

pOSSible, but the co~puter will be available during the interim 
for initial programming. The various .software tasks will be 

overlapped to minimize the time required to produce the first 
operatior.al system. The proposed schedule calls for utility . 

(program preparation) software and diagnostic and t est routines 
to become available as required by the hardware schedule. The 

n HIP will be delivered within 4-1/2 months after contract 
award and will be used in conjunction with the first prototype 

for IMP-to- IMP and IMP- to-"simulated Host" tests leading to a 
prototype system demonstrat ion at the end of the seventh month. 

Our SChedule Shows the three remaining machines arriving at BBN 

starting in the eighth month. This estimate is actually more 
conservative than Honeywell's figures (see Appendix B). We feel 
that extra time built into the schedule at this point will per­

mit either the greater amounts of redes ign that might be re­
quired, or .will permit some slippage in earlier dates, without 

affecting de livery to the Sites. If everything goes really 
liell. we would be in the happy position of bettering the site 

delivery schedule, and more closely meeting the RFQ dates - but 
we do not ~Iish to promise those dates. 
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As soon as the 121M? 1s delivered to the BEN test facility 
( midd le of the eighth ~onth) t he '1 ~achlne will be installed 

at UCLA. This will allo,",' BSN one month t o verify proper opera­

tion and to identify unexpected interfaCing and installation 

problems be fore the 12 IMP 1s shipped from SBN. 

In s~~ary. BSN has made every effort to develop a schedule, 
~s lng realistic est imates , that accomplishes the cont r act re ­
Quirements 1n the least tlme consistent with rea sonable confi­
dence that the dates proposed can be met. 

8. Work. Scop e 

In accordance wi th Section II of the request for quotation , BBN 

proposes t o design the full 19-node network and to l~stall the 

four- node test network; and to have f ull systems respons ibility 
ror the project . 

We will "design the COM."lUlHCATION SUBNET." In ract, this pro­

posal contains a relatively detailed design . . We would expect 
modifications to the design might take place as a result of 

diSCuss i ons with ARPA and/or ARPA consultants , and we would 
ant l~ipate completing the design ,during early phases of the con­

trace, period. 

We will cons truct a prototype IMP, includi ng IMP-carrier and 
Host_IMP interfaces. We will write, checkout and demonst r ate 

the communicat i on programs . operating in this prototype. We will 
carry out closed-loop communicati on tests. 

Iv-6 

• 



I 

• 
I 
I 
I 
I 
I 
I 

• 
I 
I 
I 
I 

• 
I 
I 

RFQ No. DAHC15 69 Q' 0002 Bolt Serane k and Newrr.an Inc 

;-Ie .... 111 con s truct and install f our I ~:?s and associated !!'lter­

[aces at SRI , UCLA, UCSS , and Un lv. of Utah . We will ~emO!'lst rate 
ope rat ion o f the I it,P subnet and , a ssuming nost readlne3S, '-1111 

;artlelpate in network tests. 

We w11l provld~ system documentat ion for all syst em components. 

C. Task Breakdown 

Soma of the key tasks and milestones are discussed in t his sec­
tion. 

1 . IMP System de$1 9n and analy si s 

Th! s ta s k 1$ concerned with the need to assure t ha t the I NP sys ­

tem as proposed ""111 achieve the desired perf'orrnanc e e ffe ct ively . 

Simulati on studi es of both the test network and the full net­
work w111 allow us to ve rify t hat performance specifications 
will be met and t o study various sy stem paramete~s and doctrines 
(such a s r outing doctrines). In addit i on , system ope rat i on will 
be analy~ed t o establish specificaticns f or prototype and pro­
duction system tests. 

2. Prototype ha r dware des i gn an d f abricat ion 

The prototype hardware des ign task ~i ll consist of verification 
and r e finemen t of the hardware inter races proposed herein and 
implementation using st andard Honeywell components. The f ormer 
will be performed by Honey\/ell personnel with verific ati on of 
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t he f::'nal c ircuit .des ign by 33N. The prototy pe 1.nte!'face will be 

fa b)"!. cat ed by Iioneym~ ll and given unit Checkout before shipment 

to S3~ . To minimi ze the time required to complete this task, 

standard components will be used throughout and minimum effort 

\>"111 be devoted to design econo;r,les. The first set of p rototype 

interfaces wi l l be pa ckaged with cables designed t o permit i t t o 

be retrofitted to the prototype DDP- 516 computer . The second 

set of prototyp e interfaces will be integrated ,,;ith it s DDP-516 

at ~oneywell . In order to facilitate preparati on a~d Check-out 

of software, the prototype DDP -516 wi ll inc lUde a paper tape 

punch . 

3. Prototype hardware test 

This task will be performed at the BEN tes t facil1ty. Its obj ec­

tive will be to assure that the prototypes are ready for system 

tests by making careful and systematic tests of all the hard­

ware , both standard and special. 

4. Prototype syste m test and demonstration 

One-phase of the System Development effort shown in Fi g. I V- l 

will be t he test and demonstration of the prototype syst em using 

~he two prototype IMPs . The first objective of this task will 

be to verify tnat the hardware a~d software have been properly 

integrated and, in particular, that the specially designed 

interfaces -meet the design specifications. The second obj ect ive 

will be "to demonstrate the overall func t ioning of an HIP to 

simulate first a Host and then another, INP, so that the demon­

strat ion IMP can be presented with each of the various situations 

it will encounter in the actual network. 
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5 . Production har(h'lare design and fabrication 

This task will be performed by Iione:n:;ell personnel under the 

overall supervision of SaN . As desc:-lbed 1n Section A above , 

the task will ru!'l concurrently with the prototype design fabri ­

cation and test. Since much of the fabrication effort is inde ­

pendent of last minut e changes in logic design ~~d also includes 

long lead time components, it will be possible to keep production 
desig!1 nearly current. Figure IV- l ShO\iS production design com­

plete two we eks after' the 10g1c design freeze and delivery of 

the '2 IMP to BEN two months later . 

6. Production hardware Chec k- out 

This task will be substantially the same as t he Protot ype Hard­

wa::'e Test described in Section C. 2 above . Of ccurse, particular 

emphasis will be placed on the testing of the a~its whiCh have 

beer. redesigned and more attention will be placed on testing to 

verify field maintenance features of the hardware . The ObJec­

tive of the task will be to assure that t he hardware is ready 

for system test. 

7 . Production syst e m test 

As production HiPs are received , each one will be tested and 

proper operation demonstrat e d using the procedures developed 

under the previous task. The 11 IMP \1ill be demonstrat e d using 

the first prototype . Subs'equently , the 112 IMP will be opera t ed 

with the prototype to assure that they are compatible . This 

process will be repeated with each subsequent produc t ion I1~P 
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and no~e will be shippee to a Host site until proper operation 
has bee!") fully der:lonst:-at ed . Careful attention, will be given 

to demc~stratlon of fault detection, isolation and correction to 

assure ~hat field support proc edures are complete and effective. 

8. Host site preparation 

Providing each nost site l<'lth complete site preparation specifi­

cations will enable the nost facilities to design and implement 

the hardware and software necessary to interface with the IMP. 
BEN wil l then issue a complete specification at the end of the 

fifth month of the contract. In order to be ready for the proto­
type Ij·,? , it will be necessary for UCLA to complete its prepara­
tion about two and a half months later. To ease the impact of 
this s~ort ~esponse tine, every effort will be made to give 

UCLA useful data coveri~g such things as AC power reqUirements, 
temperature and humidity specifications, physical dimensions of 

the IM~ and modem, and cable l ength limits prior to the formal 
release of the specification so that some work can be accomplished 
ahead of tir.le. The remaining sites will have about four months 

after formal release. 

9. Production system installation 

This task is to install production H1Ps at the East sites, to 

check o~t each IMP with i ts Host using the procedures developed 
during prototype and production system tests, and then to check 

out the Il1P-to-netl10rk interface. In effect, the task will be 
repeated at each Host site. As indicated in Fig. IV_l, BBN 

proposes to begin installation with the .4'1 II1P at UCLA during 
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t~e eighth month of the contract . This will a llow enough time 

to use the experience gained during instal lation and checkout 

to refine the procedure used for IMP's 12, 3 and 4, since their 
installation will begin one month later. (UCLA 1s proposed for 

th e initial installation because support will be forthcoming 

from ~3N'S nearby facility 1n Van Nuys, California; but this 

1s a negotiable detail.) 

10. Utility software 

This task ~11 11 be to provide the software necessary for rapid 

and efficient production of test and operational software. 

To speed up production of software, BSN proposes to use an in­
house time-shared computer for edlting of HIP so ftware. The 

ti~e-shared computer will produce punched paper tape output 

from edited programs which can then be assembled using t he first 

prot otype DDP - 5l6. 

11. Diagnostio; and test software 

This task consists of the production and checkout o f required­

d~agnostic and test software including informal documentation 

describing its use and including sample test i .nput and output 

data . Diagnostic software will be ready at the end of the third 

month ~Ihen the first prototype hardware is ready. 

12. Operational system software 

This task tlill provide system software, that ls to say the soft ­

tlare . resident in each HIP during normal operation. BBN proposes 
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to have hlo relea5es of <;his soft':are. The first version \dll 

be 'cased on 5):ecif:l.cations provided by the sartl-Iare design tasK, 

and will use the ~arame"el"s resulting from the system analysis 

task. It will make use of results obtained during system 

development and will be ready at t!le end of s even months. The 

nex" version of ~his software wi ll be provided for use in sup­

porting the operational network by the end of the tenth month 

of the contract . 

13. Production hardware documentation 

This task will run concurrently with production hardware fabri­
cation. During hardware and system tests, careful records will 

be maintained 50 that necessary changes and corrections are 

made. Honeywell will deliver complete and formal hardware 

documentation wi th HlP (12 . 

14. Software documentation 

The objective of this ~ask ';.'ill be to assure that, at the com­

pletion of the contract, operational software will be f ully and 
formally documented and will inclUde the following: 

1) Utility Progra~s. In addition to an annotated symbolic 
listing and to sym~olic and binary tapes of the assembler, 

the standard DDP- 516 programming manual will be expanded to 
include a descript!on of the special hardware. 

2) Diagnostic and Test Programs. Formal documentation will be 

provided for a complete diagnostic and test package suitable 
for support of the production IMPs at the Host site. The 
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package ",,111 i!'lcl).;.de an annotated symbolic listing , symbolic 

a:lc binary tapes, an instructio!'l rnanClal describing now the 

softlo;are is used for fault isolation, and appropriate test 

data tapes. 

3) Operational Soft ..... are System . Documentation \.;111 include an 

annotated symbolic listing and symbolic and binary tapes. 

A manual , provided to describe fully the system operation, 

will include an overview of the system , discussions of hard ­

W2r-e logic timing considerations, and a detailed description 

of tl':e formats used . It \"111 also include a narrative de­

scription of key routines, and an annotated symbolic listing . 

It ;.'111 be assumed 1n writing the manual that the reader 

has no prior know ledge of the IMP. The final Host software 

and hardware specifications will be included . 

15 . IMP network support 

The RFQ was not specific as to what tasks, specifical l y , might 

be performed during the three months after installation of the 

four node net. We suggest the following activities as being 

suitable for that time period . 

1) Design and construction of a network test and demonstration 

plan. This plan will be based on the expe~ience gained in 

testing the individual HiPs and the IMP System Design and 

Analysis task and · .... ill include observa~ion and measurements 

during network operation . 

2) Conduc t of the network test plan. The object i ve of this 

sub- task ,,;111 be to prepare a technical report. based on 

an analysis of the test results , that describes quantita­

tively the actual performance parameters achieved . The 
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report will inclyoe a proJection of t~e para~eter' expected 
from the full - scale net~·ork . the identif1cation of ;:rob lem 

areas , and !"ecornrne nded corrective action. 
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CHAPTER Y: TECHNICAL TEAH 

We f eel t hat ene of the ve~y best argument s f or t he award of this 

contract to BaN 15 the character and strength of t he propose d 
tec~n l ca l team . Al l of ~ he proposed senior team members have 
directly aprl!ca~le exper ience with t he des i gn, implementation 

and f lel d ins t allation of real- time digital computer systems . In 
addition , BSN's overall involvement 1n corn~ute r !ys ~ems places a 
large additional pool of seasoned computer system e xperts at the 
disposal o f the proJect. The proj ect will be cen t e red 1n t he 

In ror~atl on Science and Technology Division of 3SN; th i s division 
1s supervised by J. Elxlnd and J. Swets . 

The Proj ect !·lanage r will be Frank E. H,~rt> a highlY. eXi'erienced 
computer s ys t ems engineer and manager . ,'S:IAt BEN , Mr. Heart has 
been involved with ,the Hospita l Computer Project , a major Navy 

comput e r system project, BBN's TELCOMP Service , and efforts to 

utilize computers in education. In his prior wo~k at Lincoln 
Lab , r~l". Heart was direct ly responsible _ for the implementation 

of several l"ea l - time co~pute r syste~s , including t he HAYSTACK 
poin t ing system, the LET (a mObi le co~unication terminal) , the 

developme~tal L~SA sys tem , and the West ford po1nting sys tem. In 
each case, these systems were successfully used in the f ield fol" 
many years. 

The Auqc iate Pr oject Manager wi ll be Hawl ey K. Rising. another 

vel"y experience d senior engi neer . At BBN , Mr . Rising has been 
in charge of a project to assis t the Navy in obtaining a maj or 

s ignal process i ng/data management system. In his prior work at . . 
MITR~ , Mr . Rising led s everal large groups in wo~k varying from 

baSic ha rdware development to computer syste~s implementation 
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a:'lCl. prosrar.t.':",:!.ng. Notabl:; . Mr. Rising su~e!"v1s !!'d 'II ork on building 

t ne ?HO=:llI X ?irne Sharing Computer, 8!1d was a I:lajor participant 1n 

the implementation of the System Design Lab containing the STRETCH . 

!~e senior hardware re sponsibility will be held by Severo Ornstein , 
\~ho \/,"::.1 1 also handle: t echnical lia1$on with Honeywell. Mr. Orn­

stein , a computer designer as well as a good prosrammer. 1s a 
dynamic and f lexible engineer . (The interface des1~~s in this 

j)!"oposal we re provided by Hr. Ornste:!.n.) At BaN Hr. Ornstein has 
~een involved with the use of computers in educati on and with the 
hardware aspects of special peripheral gear for l arge time- sharlng 
systems . In his prior work at L1ncoln Lab. MIT. ~nd Wa shington 
Univers1ty l n St. Lou1 l! , Mr . Ornst e1n 1nterchangeab ly worked as 
a programmer and a computer logic deslgner . Mr. Ornstein worked 
\.;ith Wes Clark for many years and partlclpated in a major way 1n 
t he LINC Program and the development of MACROMODULES. 

The senior soft~are responsibl1lty will be carried by Wllliam 
Crowther and David Walden. 

Mr. Cr owthe!". a very recent BBN employee, i s an experienced, 
proli fi c , and creative real-time system desi~~er and pro­
gramme r. His prlmary experlence has been at Ll~co ln Labora­
tory, ;·:here he was fully responslble for the design and 
lmplementation of the program ln the UNIVAC 1218 f or the 
LET (Llncoln Experlmental Termlnal) . He also played a key 
role ln many other major real-tlme syst em programs. 

Oave Walden ls~l~o an exper1enced and proliflc real- time 
sy stems programmer with , in add1tion , a broad know ledge of 
current software technology 1n the area of l anguages , util­
i ty systems , etc. At BBN Mr. Walden has worked with the 
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~ospltal Co~?ute~ Syste~ . the desi&1 of jaca mana6e~ent sys ­

tems , a~d co~piler des ign. In his prior ex?erienee at Lin ­
coln Lab , :-1r . Walden wor\( ed -wlth-~ " P Bl/t h e r- on t !'1e LET 

?roJ e ct, and participated 1n several other major r eal-t ime 

programming proj ec t s . 

Primll:"Y t heoretical and systems design responsi bility Kill 'oe 

~arrled by Robe!'t Kahn. Dr. Kahn 10'111 also a ssist 1n t echn !. cal 

11a1son with ttle cornmon carrier , the host organizations . and the 

cllent . Dr . ~ahn 115 an expert 1n the area of i r. r ormatlon t heory . 
rL~dom pr ocesses and queueing theory. At BEN he ha s been s tudy -

1:'16 computer net ... ·ork .,roblems and investigating the statis tical 

structure of natural and art1f1c1al languages. H1s pr10r experi ­
ence was at Bell Telephone Laboratories. 

Prirr.ary responsibility f or organizat 1on , sc~e duling, and plann1n g 
act1 vities will be carried by Hobert Jacobson. At BBN , Bob has 
managed the TELCO!IF act ivity and more l'ecently .has been working 
with I1r. Rising on a maj or Navy computer system project. Mr. 
Jacobson ' s pl'icr expel'ience was at Raytheon , where he partici ­
pated in se veral maj or mil ital'Y sys tem proJects , 1ncludi ng a 
mobi le medium range ballistic missile corr~and and control system 
des ign s t udy , several ICSrl Fenetration" Ai ds projects and the 
Apollo Guidance Computer Proj ect ". 

Othe r s who may spend signi f icant amounts of t ime on the project 
include: 

HARDWARE 

J. Henry 
R. Gagne 
R. Kokoska 

SOFTWARE 

A. McKenzie 
3. Cosell 
F. Webb 

V- J 

DOCUM£!ITATI ON 

M. Peln 
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In addi tion, another group of senior computer systems people 1'1111 
be available for consultat ion and limited a~sistance . These in ­

clude ; Dr . J. Elkind, Dr . D. Bobro;;, T . Strollo , J. Barnaby, Dr. 

R. Alter, Dr . J. Markowitz; , 

Finally. we plan some utilizat ion of personnel from our Van Nuys 
office to assist 1n the field installation and malnten~~ce phase 
of the project ; this assistance will include Roland Bryan as the 

Van Nuys te am leader, and the following other Van Nuys personnel 
1'1111 be available: Ralph Graeber, Ralph Athearn. and Ron Free­

man. 

Resumes of a ll the listed personnel are included 1n Appendix J . 

v-o 
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APPENDIX A: BSN EXPERIENCE AND FACILITIES 

1.0 EXPERIENCE 

Bolt Beranek and Newman Inc ., organized in 1948, 1s a sclence­
based firm specializing in consultation , research, and develop­
ment in the areas of physical sci ence and technology, oceanology, 
information science and technology. architectural acoustics and 

noise control, applied chemistry, and e ducation and training. 

BBN has served as consultan~s to industry. educational institu­
tions, and several branches of the government, including the 

National Aeronautics and Space Administration, the Department of 

Defense , and the U. S. Public Health Service. The enclosed BBN 

1967 Annual Report provides further information. 

In the computer field, BBN is currently pursuing work in the 

development of time-sharing systems and is active in a wide 
variety of projects directed toward the achievement of "natural" 

communication with eomputers. BBN is working on the applieation 
of time-shared, on-line, remote-access computer systems f or the 

processing of bio-medieal information as well as for the develop­
ment of computer-aided instruet ional systems for the educational 

field. In addition, BBN provides a commercial on-line time­
shared eomputation service, called TELCOMP. The f ollowing sec­

tions present BBN 's experience in designing, developing, and 
implementing real-time and time-sharing computer systems and 

specialized software packages. 

A- 1 
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1.1 System Design and Implementation 

Through our TELCOMP system, BBN has gained sUbstantial experience 
in designing and implementing an on- line, time- shared service for 

scientists and engineers in the research community. Thi s service , 
commercially available since September 1965, currently provides 

a user- oriented interpretive language based on the RAND Corpora­

tion's JOSS. Service 1s provided by BBN-designed systems installed 

in the Boston, New York, and London areas. Because of the highly 

interactive conversational language (TELCOMP). researchers with 

no programming experience are able to solve successfully statis ­

tical and computational problems. The hardware is based on a 

POP-7 or PDP-9 modified to BSN specifications and a POP- 8 to 

manage the messages to and from the modems rather like the IMP­

Host relationship . The system also includes drum and mass-

memory interfaces designed by BBN . 

In August 1966, we acquired an SDS - 940 system which is used for 

basic computer science research under ARPA support. To date·we 

have implemented and improved a number of interactive systems 

i~cluding an expanded LISP , a new verSion of CAL, an improved 

versio~ of FORTRAN II, and a very talented text editor (TEeO) . 

These, of course, are all available concurrent with the standard 

SDS-940 subsystems (ARPAS , QED, DDT, SNOBOL, etc . ,) under the 

control of our own executive which is described in TSS 1 . 85 • 

SBN , January , 1967 . 

BBN has implemented a real- time hybrid I/O interface to the SDS-

940. The interface, called a Hybrid Processor, can accurately 

time real-time data transfers between real- word devices and the 

core memory of the SOS- 940 without CPU intervention. BBN uses 

A- 2 
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the Hybrid Processor to control an on-l ine video device, to sample 

and generate speech waveforms at up to 33 kHz, to interface to a 
CRT display, and to control a hybri d analog computer (Applied Dy­
namics 11 ). The Hybrid Process or 1s interfaced to t h e 303- 940 

through the SOS Data Multip l exor Channel. We have also designed 

a sCheduler which will handle a number of synchronous and asyn­
chronous real-time processes. This scheduler will permit a 

process to get on the system only if the system can guarantee 
service to the real- time demands of this and all other processes. 

Currently BBN 1s installing a PDP- lO computer system for con­
tinued research work under ARPA contract support . 

Our initial experience i n developing time - sharing software and 

hardware systems was gained through the National Institutes of 
Health sponsored Hospital Computer Project , conducted in con­

junct i on with t he Massachusetts General Hospital. As a pre­
liminary step to this project, BBN developed one of the earliest 

time- sharing syst ems; a three - terminal system using a PDP- lb was 
f i rst pub l icly demonstrated in September 1962. Based on this 

or1ginal prototype, BBN developed a system which can handle 6~ 

act i ve termi nals. The Hospital Computer System has provided trial 
service operation in the Massachusetts- General Hospital in the 

areas of admission- discharge census, laboratory data handling , 
and general- purpose ,file handling and computational capabilities 

·for clinicians and medical researchers . 

BBN is currently designing and ins t alling a computer system for 
the Pacific Coast Stock Exchange which_ will automate the handling 

of securities orders . Cal led COMEX, the system makes use of an 
existing communications network. COMEX will accept orders from 

' -3 
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member firm!!, com~ute t he prle~. l og the crder and return a con­
firmation 1n less than a minute. At the same time, the system 

wi l l continuously monitor both the New York and Paci flc Coast 
St ock Exchange prices. 

1.2 So ftware Systems 

BBN has broad Interellt and capab1lities 1n the field of computer 
IIclences . Research and development projects have involved many 
subjects; advanced computer organization and design, automatic 

pro6r~lng. pattern recognition. computer problem solVing , 
natural language systems , computer- assisted instruction, time­
sharing, query systems, speech recognition and analysi!! , informa­
tion retrieval, and man/machine interaction. 

One or the major areas i n which BB~ has made a maj or contribution 
to the computer state- of-the-art has been in i"t'~4Ctip, handling 
of data files. One large software package , developed under the 
Hospital COmputer Project, i s the Inf ormat i on Storage and Re­
trieval ( I SR) System . During the past two years , the ISR System 
has been extensively used to manipulate medical r ecords , and 
phySiologica l and drug inrormati on data , a s well as in a variety 
of othe r data- handl ing applications. The I SR System is used to 
gather statistics, ~xam1ne exceptions to patte~ns, catalogue 
various. types of information , and to perrorm other data- handl ing 
operations. A't present , the Sys tem is under consideration for 
use in the preparation of analyses of experimental dat a f or a 
new- drug FDA application . 

The ISR System allows individual hospital users to create and 
manipulate private data files. Through a user- oriented, 
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conversationa) language, users construct da~a riles by describing 

the data structure and f ormat of a f11e ; each user defines tbe 
structural skeleton of his fl1e and specifies the format and 

syntax of data to be assimilated. Th e user can make selective 
retrievals or data from the file through the retrieval program. 

According to the user's specifications, this program can list a 
Whole file or a sUbset of a fl1e, do arithmetic and/or print 

cross tabulation matrices based on either a Whole file or a user­
specified subset of a fl1e. Another set of software packages 
handles statistics and other special- purpose computational data 

analySiS operations . 

RISCOMP , derived 1'rorn the RAND Corporation's JOSS, i5 a general 
language developed by BBN to program a variety of individual 

applications ranging from statistically analyzing data to aut"o­

mated inputting of text string files. RISCOMP is a user- oriented 
language that solves problems in the problems' terms rather than 
in the computer's terms . The RISCOMP vocabulary is a combination 

of ~nglish and algebra Which is both independent of the physical 
computer and familiar to people having no previous exposure to 

computers . 

1.3 Graphic Communications Devices 

BBN has in vented or developed several graphic communication de­

vices, including; the Teleputer System, a general- purpose remote 

graphic te~minal that can communicate with a computer over tele­
phone lines; the Datacoder, a medium- resolution graphic - input 

device combined with a computer- controlled slide- projection sys ­
tem; the Grafacon Rho- Theta Transducer, a high-resolution 

A- 5 
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graphic - input device us~~g an arm and stylus combination together 

with an analog- to- digital converter ; a composite display apparatus 

for high- speed display of a number of preselected stored images ; 

the Grafacon Model lOlOA, a two-dimensional, digital , graphic ­
input device that was developed by the Data Equipment Division of 
Bolt Beranek and Newman Inc. and is based on t he RAND tablet . 

~BN has also built special- purpose graphic systems . For example, 

we are currently working on a /350 compatible system for the 
graphic arts department of a large industrial firm. 

BBN is currently developing an elaborate, high- speed, display 
processor for the SDS- 940 computer system. This processor will 

utilize a monitorscope, light pen, Grafacon tablet, pushbuttons , 
and keyboards . This graphic display system will provide for 

time-sharing of separate display consoles and will give the user 

a high-level language for working with the display . This general­

purpose hardware-software system, present ly in .the development 

stage, will allow the user to manipulate· both mathematical and 
texual data . 

2.0 FACILITIES 

The IMP Project will be conducted at BBN's principal facility in 

Cambridge, Massachusetts . Ample floor space is available for all 

IMP- related activities and BBN does not contemplate the need for 

any additional facilities . Four f ully equipped computer rooms 

are curr~ntly being used for research activities. A specific 

area will be assigned to t he IMP Project for hardware checkout 

and test. 

, -6 
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In addit i on . an IMP Project Offi ce will be established at BBN'a 
Van Nuys facil i ty to provide field support during installation 
of the four I MP ne tworks, The f ol lowing pages describe BBN's 
facilities mor e generally. 

A- 7 
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APPENOIX B; QUALIFICATIONS OF HONEYWELL/COMPUTER 
CONTROL DIVISION 

The Computer Control Division, "3C," formed in 1953 , as the Com­

puter Control Company, \<"as acquired by Honeywell in 1966. 3C man­
ufactures a line of general purpose computers as well as logic 

modules, memories and digital test equipment . The rationale behind 
the selection of the DDP- 5l6 by BBN is given in Appendix D. As a 

result of this comparison of computers, including informal contacts 
with existing DDP - 5l6 users, and discussions with 3C design , engi ­

neering and management personnel , BBN has conclUded that 3C is 
fully qualified to perform the tasks assigned in t his proposal . , 
Both BBN and 3C intend that the role for 3C in the IMP Program be 

more than that of a vendor. As indicated by the attached letter 
to BBN from Mr. Rothrock, Regional Marketing Manager for 3C in 

New England, 3C wiil play an active part in the design , develop­

ment and installation phases. Thereafter , qualified field ser­
vice personnel and ample spares will be availa.ble to provide con­
tinuing maintenance of the IMP's hardware . Of the nineteen Host 

sites listed in the RFQ only two are more than one hundred miles 

from a 3C field service office. 

3C proposes to appoint Mr . Lawrence Prager as IMP Project Engi~eer 
with direct responsibility for all phases of 3C's participation. 

He has been selected because of his substantial prior experience 
as proj"ect engineer for data conununications system. 

Other systems engineering support as required will be provided by 

the Information Systems Department headed by Mr . C. B. Newport . 

8 - 1 
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The following documents from 3C are attached ~o this appendix: 

1) Letter to SSN from Mr. James Rothrock . 

2) Proposal No. 82516 -5~ from Honeywell t o BSN including 

Attachment C-IMP Processor Descript ion. NOTE: Attachments 

A- Price Schedule and B- Malntensnce Policy are included with 
BSN', Cos t Quotation. 

3 ) 

') 

5) 

6) 

7) 

R~sum~s of key Honeywell personnel. 

~ -Comp ODP-516 General Purpose lIe Digital Computer. 

Ruggedized DDP-516 General Purpose Computer . 

DDP-51 6 Test and Maintenance Routines. 

Honeywell ~OCument5 describing quality assurance and 
reliability, and documentation. 

B- 2 
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H ·O N E Y W E L L 
, .. e . 

Bolt , Beranek & Newman I nc. 
50 Moulton St reet 
Cambridge, Massachusetts 

Attention: Mr. Frank Heart 

Ge ntleme n: 

Augtlst 29, 1968 

The intent at this letter 1s to conf1rm t o you our 

verbal ag reement to s upply support se rvices in the event that 

Bolt, Beranek & Newman is successful in obtai ning the cont rac t 

to supply the Interlace Message Processors for t he Adva nced 

Research PrOjects Agency (ARPA) computer network. 

Specifically, Honeywell looks forward to working close ly 
with you as a digital partner and supplying both the hardware 

re~u1red for this contract and the necessary fie ld service and 

sys t em engineering support required by you, a nd a8 outlined 1n 

our proposal to you. We apprecia t e t he opportu nit y to re s pond 

to you r requirements and wi sh you success in this venture. 

/~ 

COMPUTEIit CONTIitOL O''''.'O N 

Very truly yours, 

HONEYWELL INC. 
Comp1.lter 

~t\r.'>:.-J 
James C. 
Regiona l 

Control Division 

ci?c.fr"-." .J.... 
Rothrock, 
Marketing Manager 
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H -ON EYWELL 

Bolt, Beranek & Newman Inc. 
50 Moulton Street 
Cambridge, Massachusetts 

Attention; Mr. Frank Heart 

Gentlemen: 

INC . 

September 4, 1968 
Proposal ~; 82516_54 

Honeywell Inc., Computer Control Division is pleased to 
submit this proposal for a DDP-5l6 computer system to be utilized 
as an Interface Message Processor ( I MP), and the support servi ces 
you have requested . 

This proposal is for five (5) systems consisting of one (1) 
prototype HIP and four (4) production IMP's . The four production 
units will be ruggedized and EMI protected. The prototype, 
which will not be ruggedized or EMI protected will be partially 
delivered soon after contract award and later retrofitted to a 
full prototype system. 

Honeywell proposes to deliver as a prototype, a standard 
DDP_516 system with 12K memory, high speed reader and punch and 
an ASR-35 teletype, 30 days ARO. This system will be retrofitted 
three (3) months ARO to include: One (1) FUll Duplex Modem Interface, 
one (1) Full Duplex Host_IMP Interface, one ( 1 ) Special Real Time 
Clock, eight (8) Priority Interrupt Lines, one (1) Direct Multiplex 
Controller, one (I) 24 position Light Register, and one (I) Special 
Interrupt Flip- Flop. This retrofit will complete the prototy.pe 
system. 

The four production systems wi ll be ruggedized and EMI 
protected DDP- 516 systems with 12K memory, high speed reader and 
ASR_33 teletype. These systems will also include : three (3) 
Full Duplex Modem Interfaces, one (I) Full Duplex Host - IMP I~ter_ 
face , one (I) Special Real Time Clock, sixteen (16) Priority 
Interrupt Lines , one (I) Direct Multiplex controller, one (1) 
24 position Light Register, and one (1) Special Interrupt Flip­
Flop. Production System #1 will be delivered 4_1/2 months ARO 
with one (1) Full Duplex Modem Interface. This system will be 
retrofitted with two additional FUll Duplex Modem Interfaces 6 
months ARO bringing it up to full production level. The three 
subsequent production systems can be delivered at 6- 1/2, 7 and 
7-1/2 months ARO. 

COMPUT~R CONTROL olV'SION 2"7S WVM ... N STRI!I!T 

W ... LT ...... M . M"'SSAC"'USI!TTS 021..... se3·a,o COOl! a17 TI!LI!X: e2·343!1 
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B. B. It N . 
Attenti on: Fra nk Hea rt 

- , - September 4 , 1968 
Proposal #: 82516_54 

Attachment A contains the pur ehase price and on-ca ll monthly 
maintenance rates of all the componen ts requi r ed to make up the 
p r o totype system and the four ( 4) production un its. 

Attacllment B contains a desc ription of our "On_Call Monthly 
Maintenance" Poli cy. We have reviewe d the 19 site locations 
01 t he ARPA net work r e lative to our service points t o det ermine 
where a dditional mi lea ge wou ld occur. The note in Atta c hment B 
expla i ns t he results of this r eview. 

In response to your request for System Logi neerini support 
in the field , it should be explained that a project engineer at 
Honeywell Computer Control DiviSi o n is at leas t a level E3 and more 
o ften a level E4. Honeywe ll will meet your requ irements on a · 
contract basis for 120 days of Engineering suppo rt in the field at 
the rates shown in Att achment A. 

I ni t ial insta llation for each sys~em Will be accompli shed free 
of ch arge at Bolt , Beranek & Newman i n Cambridge by Honeywell if a 
ma i ntenance contract becomes effective on delivery date. Packing 
for shipment t o the ARPA site and reinsta llation at the ARPA s lte 
wi ll be billed at the non_contract mai nte nance rates shown in 
Attachment B. 

Quantity discounts on these sys tems wlll be i n ' accordance with 
the non-OEM discount policy or the OEM agreement whi ch have both 
previously been supplied to you. 

At t achment C contains the s pecificat ions of the s peCial syste_ 
options. Enclosed are t he cost breakdowns of these options. 

A Comprehensive DDP_516 Pri ce SChedule i& also enclosed . This 
will be usefu l i n the event you need pricing information on DDP_ 51S 
options other than those described in Attachment A. It also indicates 
which of the options are discountable. 

Our prices are F .O.B. Framingham , )laS$ac hu$e tts and do not 
inc l ude any Federal , State or Local taxes. Our terms are net thirty 
(30) days . 

This proposal wi ll remain valid for 120 days . 

If you have additional ques tions, please feel free to 
contact me or Jim Campbell at the Waltham Sales Office. 

ELK/~ 
Enclosures 

Very truly yours, 

HONEYWELL INC . 
Computer ~ontrol Division 

C ( /)". {! <::../-L·z_.,_ , :~ \<":'!-'"'1,~ 
Edward L. Keough , r' 
Account Representative 
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ATIACHloIENT C 

IMP PROCESSOR DESCRIPTION 

The I~P processor is built around a DDP- 516 genera l 
purpose computer .,.,i th 12K words of 16 bi t memory. Memory lDay be 
expanded to 16K, 24K or 32K words. A Host-IMP interface connected 
to a Direct Multi plex Control Unit (OWC) provides simultaneous 

com.unica tion with a Host computer. Up to s ix full dupl ex single 
line communication line cont rollers lDay be i nsta lled on each IMP to 

l ink IMP's toget her via a 50 KC synchronous communica tion lines. 
Data passes between memory and the single line controller by means 

of the DMC. A pair of DMC subcha nne l s is provided with the Host-
IMP interface and each of the Six sing le line controllers. This 
allows a total of 14 data communication 1/0 transfer as we ll as 
internal computer processing to proceed at the same t ime. A Real 

Time Clock 1s provided for use by the progra. for mes sage con trol 
and accounting. Sixteen priority interrupt lines are provided. A 
pair of interrupts is associated with the Host - BIP interhce and with 
each of the single line controllers. One interrupt is associ.ted 

with the Real Time Cl ock and t he last is used to respond to a 
program OCP command . 

An ASR_33 unit is provided primarily to load and print 
diagnostic maintenance functions. It is also handy for use as an 

HIP operator tool for logging of events and keyboard entry of 
control paramet ers to the IMP processor without stopping t he computer . 
A status panel is provided with up to 24 lights Which indicate 

status of the various IMP communication Channels. This panel in 
addition to the standard DDP_516 Operator Console is used by the 
H!P operator to control the system. 

-1_ 
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EQUIPlJENT LIST 

A complete list ot standard DDP_51S and specially 

developed equip~ent ot a t u lly equipped IMP is as tollows: 

QTY 

1 

1 

1 

3 

1 

1 

• 

1 

1 

1 

YODEL NO . 

:116-03 

:116_20 

5lS_2:1 

:116_25_1 

:116_53 

NfA 

NfA 

Nf A 

Nf A 

:116-:10 

DESCRIPTION 

DDP_:l16 General Purpose Computer with 
, 12,288 words ot 16-bit memory . 

Direct ~ultiplex Control Unit. 

Group ot tour (4) Priority Interrupt 
linea. 

Additional group of four (4) Priority 
Interrupt lines. 

ASR-33 Teletype Unit. 

Host- IMP Interface IS_bit, Full duplex 
serial to parallel and parallel to 
serial operation (includes two (2) 
DMC sub_channels) 

Sinile Line Controller for Full duplex 
:10 KC communication li ne (includes two 
(2) D~C s Ub-channels for I6-bit 1 / 0, 
24-bit polynomial checksum and EIA 
!!Iodel interface. 

Real Tillie Clock, 20 ~s count , 16-bit 
proiralllllable. 

Special Display Panel with 24 light •• 

Paper tape reader, 300 cps. 

_2_ 
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HOST- IMP n.'TERFACE 

The Host-HIP interface 1s a bidirectional data channel which 

allows simultaneous data transfer between the Host computer and the 

HIP processor. The unit consis ts of a parallel to serial output 

section with a DlIC subchannel and a serial to parallel input 

section wi th another independent mlc subchannel. The maximum trans­

fer rate in both directions simultaneously with alternating DMC 

subchannel actions 'would give a bit rate of 2 megacycles in each 

direction . This would saturate the IMP and preclude communication 

l ine operation. This can be prevented by aSSigning the Host_IMP 

interface the lowest DMC priority and the effective maximum rate will 

then depend upon single line controller activity and will fal l be_ 

tween one and two megacycles. The actual rate will depend upon 

IMP activity and the capabi l ity of the attached Host and its matching 

interface. 

Host to IMP Program Controls 

l. Interrupt on Host ready 0' DMC end of range 
or end of transmission. 

2. OCP clear interr upt. 
• 

3. DCP accept (IMP ready). 

4 . SKS sense DMe "0' of range. 

5. SKS sense "0' of transmission 

IMP to Host Program Control 

l. Interrupt on DMC end of range 
2. OCP c l ear i nterrupt. 

3. oep request to send to Host 

4. OCP "0' of transmission 

Common Controls 

1. OCP interface ON 

2. OCP interface OFF 

3. SKS sense host ready 

-3_ 
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Interface cable signals 

A. To IMP 

l. Host Transmission accept 

2 . Data bi< line 

3. Data bi< ready 

4. Data bi< accept '0' 1M. 

5. End of transmission 

B. To Host 

l. IMP transmission accept 
2 . Data bi< line 

3. Data bi< rea dy 

4. Data bi< accept from Host ,. End of transmission 

-.-
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SINGLE LINE CO~~ROLLER 

The Single Line Controller proposed will handle one full 

duplex synchronous communication line operating at SO KC. The unit 

consists of independently operating transmit and receive sections 

each with its own D~C sub_channel and priority interrupt line. 

The transmit section contains a 16_bit buffer register to 

receive full computer words via DMC output from !:lemory. An eight 

bit shift register outputs bits to a modem and into the parity 

generator. The parity generator is the 24 - bit polynomial parity 

generator specified by ARPA. Provision is provided to enter SYN, 

DLE, ETX, and STX characters to the output shift register. Control 

logic is included to sequence output operation for both a Sync 

mode and Data mode with the clock pulses supplied by the modem such 

as the ATT Data Set 303. 

The Transmit section Program Controls are: 

1. Interrupt on End of Message (DMC end of range) 

2. OCP Reset Interrupt 

3. OCP Turn OFF transmit section 

4. OCP Turn ON transmit and Start Sync mode 

5. OCP Start DMC output and Transmit Data mode 

Transmission operation is started by a program OCP which starts 

sync !:lode. Sync characters are forced into the shift register and 

outputted serially to the modem continuously until another program 

OCP is executed which switches to data output mode, clears the parity 

generator and starts the DMC subchannel output. The hardware 

generates the lead DLE, STX . While a data word is being shifted 

out to the modem and the parity generator, the DMC is requested to 

deliver another word to the buffer register to anticipate the next 

output for continuous 50 KC data transmission. When the DMC reaches 

an end of range, four end operations are executed as follows: 

A) Shift out last data word, B) Shift out 24 bit parity, 

C) Shift out hardware forced (DLE, ETX) and D) Set transmiSSion 

back to sync mode . Sync characters are again continuously 

outputted until the program aga in starts the data mOde. At 

least two sync characters are always outputted between data 

mode message blocks. 
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OLE characters. within the message are doubled for easy re_ 

cogni ti on and removal by the r eceive sect i on. 
The receive section consists o f a sixteen bit buffer to holij 

data ready for D~C input , an eig ht bit input shitt register from the 

modem and a 24 bit parity generator similar to that in the transmit 

section. A decode off the buffer register for OLE, STX , ETX, And SYN 

charac ters as well as a parity zero check are provided as part of 

the control logiC for Sync and Data modes. 

Receive section program cont rols are as follows: 
1. Interrupt on end of Message block or en"or 

2. Reset interrupt 

3. OCP turn OFF receive section 

4 . OCP start receive sync mode and enable DMC 

5. SKS sense for error 
Receive operation 1s started by a program OCP which starts Sync 

search mode and enables OMC input. Data stream from modem is 
mOrlitored for (Sync) and rlothing is inputted to the computer. When 

(Sync) is detected, a sync flop is set and SYriC Characters are 
a ll owed to pass until the first 16 bits are received following the 

las t sync character . If these 16 bits are not (OLE, STX ) , the Sync 
search mode resumes. If t~ey are (DLE, STX) , the parity generator is 
cleared, and the data irlput mode started. Data words are i nputted 

to memory via DMC , parity generated and every word input is checked 
for ( OLE). If (OLE , En) and parity _ zero, it is a load end of 
message. The computer is interrupted and sync _ode search is restarted. 
It (DLE , Eno and parity not zero. set error , interrupt computer and 

reSume sync mode. I t DMC end ot range occurs set error , interrupt 
computer and resume sync searCh mode. If OLE OLE, eliminate one 

OLE and continue normal data input mode. In addition to the norma l 
transmit and receive operation, a test mode is provided. An OCP 
switches the serial output of the transmit sectiorl to the seria l 

input of t~e receive section for test. Another OCP Switches back 
t o the modem connection. In the test .ode all other regular cont r ols 
are a l so operati ve . 

Alternate ly , these OCP's could be made available beyond the 
intertace tor the purpose of implementing program control ot the 
~Iodem Test Mode. The Modem test modes allows the !!Iodem to connect its 

output to the line to its input trom the line, thus forming a loop 
to the line side of the model!! tor testing. 

_ 6_ 
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REAL TIME CLOCK 

A programmable Real Time Clock is provided whieh consists o f 

,. crystal controlled oscillator divided down to prov ide 20 p-sec 

interval increments to il 16- b1t clock counter . Whenever the counter 

t'e.ches zero, an interrupt is generated. ProvisiQn is provided to 

input to the computer the current value o f the clOCk count. Also, 

it may be reset by output from the A register. In this way interrupt 

intervals may be control led to any interval between 20 ~sec and 20 

x 2 16 !,sec. 

SPECIAL PROGRAMMED INTERRtIPT 

Added to the clOCk l ogic block is a special i nterrupt which 

115 generated by execution of an OCP in the program. 

DISPLAY STATUS PANEL 
A special Display Status Pane l is proposed which contains ~p to 

24 indicator lights. These indicators may be wired directly to 

selected control flip_flops in the single line controllers and 

Host -I MP interface or be set from the I/O bus. The l atter case is 

limited to 16 indicators wh i ch may be lit or not lit by ones and 

zeros output from the A register. 

SYSTEY PHYSICAL LAYOUT 

A maximum IMP system as l isted above will fit into one high­

boy cabinet contai ning six standard tilt - ou t DDP_516 drawers . The 

3 tilt_outs mounted in the lower half of the high-boy contlin a 

power supply in on'e drawer, the memory up to 16K 1n a second with 

the computer main frame with DMC in the third. The upper three 
consist of one power supply and two option drawers. The priority 

, interrI!Pt, the ASR_33 interface, the Real Time Clock, the Host-IMP 

. interface and two single line controllers would be housed in one 

tilt- out dralller. Up to four lIIore single line control l ers will fit 

into the other tilt_out . Each individua l 1/0 opt i on is relocatable 

in the ·drawer ti lt-out and is cable connected t o the computer belOW. 

I n a s t andard high _boy ca~net, the computer console is 

mounted in the middle of the front door. The special display pane l 

would be mounted on the door just above the computer conso le w1th 

a cable connect back to the 1 /0 logic. 

_7_ 
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LAWRENCE PRAGER, Senior Systems Engineer, Information 

Sys~ems Department 

Mr. Prager has overall project respons1b1l1ty for d1gital 

systems used for message sw1tch1ng, data concentration, and 

management 1nformation. H1s responsibilit1es include system 

development, logic design of special interfaces, supervision 

o f construction, test and installation. He also participates 

i n proposal efforts for data communication systems. 

Prior to Joining CCO , i~r. Prager served as a systems engineer 

for the Digitronics Corporation \~here he contributed to the 

development of remote data co~unications terminal equ1pment. 

The terminals included paper tape reader and punch, card 

reader and punch, line pr1nter and magnetic tape. He was also 

reponsible for the design and development of several data 

conversion and data communications systems for commercial. and 

60vernment use. 

Earlier, he served as project engineer for the Bunker-Ramo 

Corporation where he participated in the design of digital 

systems used for airline reservations and banking. In this 

capae1ty. he was responsible for the des1gn of an airline 

reservations agent set, a magnetie drum 1nterfaee.,and 

communi eat ion interfaees. 

EDUCATION 

Graduate of the RCA Institute of Teehnology. 
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CHRISTOPHER B. NEWPORT , Manager, Information Systems Department 

Dr. Newport;s responsible for the activities of Ihe Communica_ 
tions Section, Scientific Control and Display Section, and the Application 
Development Section within his department. The work in these sections 
in"olve! real tim .. computer systems for message switching, data con_ 
centration, inform ... tion handling , real time scientific computing , and 
display control. 

Prior to joining Honeywell CCD , Dr. Newport was employed by 
the Marconi Co=pany , Ltd . • of England, as a Systems Manager in the 
Automation Divis ion. He was responsible for designing and devdoping 
real time industrial and communications computer systems . He was 
also responsible for the hardwal."e and sO!I;\\.'are design of many fully ­
duplicated message switching systems and some special computer_ 
based communication syst ems . Among his accomplishments at Marconi 
was the design and. manufacture of a dual computer control and monitor_ 
ing system for a nuclear power station. The system had approximately 
7000 digital and analog inputs, and used 2.0 alpha_numeric CRT displays 
a s the primary operator output. 

Before his employme nt with Marconi, he worked at the Atomic 
Power Division of English Electric, Ltd., and was responsible for such 
tasks a5 the design and construction of a large gene ral purpose analog 
computer which used 1500 operational amplifiers. His e xperience at 
English Electric also included power station automation and the design 
of special purpose and computer _bas ed automation systems. 

Education 

Dr. Newport obtained a B.Sc. (1st Clan Honon; in Electrical 
Engineering in 1954 , and a Ph. D. in Electrical Engineering in 1959, 
from Birmingham University in England. He was a research assistant 
in the Electrical Engineerin! Department of Massachusetts Institute or 
Technology in the y ears 195 to 1957. 

Professional AUiliations 

Member, Institution or Electrical Engineers, London, England. 
Member, A.sociation of Computing Machinery. 
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5 QUALITY ASSURA NCE AND RELIABILITY 

5 . 1 Hirhlights of DOP- SI6 Reliability 

Hiih reliability fo r the COP_Sib hal been achieved by the b.t ell 

integrated circuit te<::hnolo lY, together with extensh-", experience on t he 

DDP- Z4, DDP-ZZ4, DDP- 116 , and DOP_1 Z4 digital computers. The DDp·IZ.f 

computer and the ICM - 40 inteir.l.ted circuit memor y repreaent the Clut 

commer cially available inteauted circuit computer devicet. The COP-5Ib 

contains many identical II .PAC types uled In the DDP-IZ4 and therefore haa 

the Same reliability {eaturea. 

Company_sponsored reliability prOln.m$ at HoneY"'ell Inc. , 

Computer Control Divilion (3e) are instituted at all phaus of cirellit dui",. 

compute r-d •• lgn. test and (ultome r field .", .. vice to achieve the highest 

possible reliability, AI a Ipec;i!ic example, the integr ated circuits fo r the 

DDP- S16 wer e Ipeeidly fabricated after c;are£ul conllderation of circ;uit 

r equiremenU for fan - in/tan-out capability, noise rejection, I peed and c;om­

patibility with system requ.1rements, Afte r initid delian the integr ated cir ­

cuit devices were manufac;tured and qualified in acc;ordanee with 3C speelfi-, 
cations. A por tion of the qualitic;uion telt h included in the DDP_5 16 

Reliability Manual to emphalhe the importance o f then tuts and their im­

pact upon hiah r eliability per fo r mance, Th. majority ot the integrated ei r cuit 

devices for DOP-S16 are manufactured in high volwne by outside vendors 

with long eltablished reputations for making lemic;onduetor devieu. More­

over, 3C maintains it. own intear ated c;lreuiu laboratory with complete 

[a<:ilitiu for produc;tion from silieon wafer to finishe d device, in or der to 

meet special requirements snd advance the state-of- the-ar t of integrate~ 

eirc:uit teehnology a$ applied to digital c;omputers. AU upects of delign are 

included and eanlide red including device rabrieation, printed ci r cuit deslp, 

sublly.tem d uign (includinl me m o r y devie.s), and system design at the com ­

puter level. The development and fabrication of the DDP-516 il a eomplex 

proce .. which involves many different diseiplinu each with a critical Impaet 

on find eomputer r eliability. The ruulU of these efforts can be briefly 

summarized as an integr ated o rganization for integrated Ule of integr ated 

circuits. 

Since many complex {unctions are involved in the design and fabri ­

cation of a computer, 3C hal initiated a company sponlor ed Prod uct 
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Reliability £,"aiuation Program (PREP) to e valuate data received from d evice 

fabrication, .,. -PAC fabricat·ion. system assembly, and customer u$age. 

This program obtains all relevant reliability data to demonstrate reliability 

and to pinpoint specific problems should they occur. The portions of the 

program applicable to customer usage are included in a section of the 

DDP_ 516 Reliability Manual entitled "Field Service Reporting System . " 

T his information is periodically tabulated on punched cards, with automatic 

summary tabulations of all reliability data. 

In addition to design and performance data, the third rr"'jor area of 

reliability evaluation for the DDP-5Ib includes reliability predictions and 

demonstrations. Predictions are based on circuit analysis by component 

type, quantity and power dissipation in accordance with procedures defined 

by the USAF Rome Air Development Center, RADC Handbook and othe r 

military and NASA proced'ues for reliability predictions. In addition, quan~ 

titleS of Honeywell ... · PACs, S.PACs and other standard pr.:>ducts are peri· 

odically placed on life t es t to determine long · term stability and inherent 

failur e rates, For example, the S· PAC discrete component life test has 

been operating for OVer five years with only a single diode failure , Since 

,....PAC s and integrated circuits are somewhat newer devices, it has not been 

possible to obtain the Same number of operating hours, However, similar 

programs are presently in operation for ... . PACs &5 indicated in the DDP.'SI6 

Reliability Manual. As a result of these predictions and demonstrations it is 

possible to state that the typical ... . PAC has a demons t rated reliability better 

than the RADC prediction, As a result , the reliability of the DDP_ 516 i, 

conservatively estimated at 4000 hours MTBF. 

5 , Z Product Assurance Provisions 

3C p r oducts ar e designed for long life and high reliability perform­

ance , The company continually conducts life tests on the digital logic module 

lines it produces . The results of these tests point up t he effectiveness of 

the company program of superior circuit design, incorporation of field in· 

formation, and Reliability Analysis , 
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The Corporate Product Assurance lunction reports to the Director 

of Engineering Services who reports directly to the Vice President in charge 

of Engineering. Reporting to the Director are thoo following functions: 

Product Assurance 

Reliability Engineering 

£ngineering Re<;;ords 

Test Equipment Calibration 

The Product Assurance function enSureS that the standards for all 

products reflect the established basic corporate quality objectives. 

Reliability Engineering maintains the Hfe.tut program on the S·PAC 

and I1-PAC product lines to provide reliability numerics and determine com ­

ponent life characteristics . Reliability Engineering participates in selection 

of coml?onents. writing of purchase specifications, and the evaluation of the 

vendors capabilities. 

Engineering Records prepares and publishes engineering and manu_ 

facturing s~andards for design, quality, and workmanship. It prepares and 

issues specifications and procedures encompassing purchasing, inspection, 

instrument calibration, and basic manufacturing processes, It. also coordi­

nates requests ~or engineering investigations and changes. 

Test Equipment Calibration maintains the corporate electrical 

standards and ensur es maintenance and periodic calibration of all types of 

test equipment. 

All quality procedures and standards as well as records of inspec­

tions and tests are available for review by qualified customer representa­

tives. The Company welcomes the opportunity to escort and assist vis iton 

surveying our facilities. 

5.3 Quality Control 

The. 3C Quality Control Program satisfies all applicable require ­

ments of MlL-Q-98S8 (Quality Control System Requirements). It audits the 

capacity of suppliers to meet 3C quality standards and Engineering, Manu­

facturing, and supplier conformance to established specifications . The 

Quality Control Program and manual have been coordinated with the U.S . 

Navy Quality Assurance Representative. 
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Inspection and Test, performed Wlder the Quality Control System, 

is governed by specific written procedure. !t includes the following functions: 

Incoming inspection and test of all material. 
parts, and assemblies; 

Scheduled in-process inspection of 3C digital 
modules during fabrication; 

Final mechanical inspection of digital modules; 

Complete electrical tests on digital modules; 

Scheduled in-proc ess inspection d\ll"ing system 
assembly; and 

Final mechanical inspection of assemblies. 

5.4 DDP_S16 Reliability Estimate" 

A reliability goal of 4000 hours MTBF was e"tablished for the 

DDP _516 p rior to completion of the initial duign. As such, this goal repre_ 

sents typical customer requirements, as well as a COTnpilrison with other 

3C computers, For example, the design goal for the DDP_124 integrated 

circuit computer was 2000 hours MTBF Or on the average of a single .,. - PAC 

CailUTe during typical operation Over a one year period with 40 hOllrs per 

week, On a design basis, therefore, the goal of 4000 houn MTBF for the 

DDP_516 represents twice the ::-eliability of the DDP_124, (Because both 

com?uters use similar types of integrated circuits, the differences in relia. 

bility are monly a fllnction of the larger size and complexity of the 

DDP _124.) 

Table 5 ·1, a tablliar listing of the DDP·516 options and .,._PAC com _ 

plements, includes a r eliability apportionment based On 4030 hours for option 

DDP- 516 - 02 general pllrpose digit ... l computer with 8192 words of core 

memory. Derivation of this MTBF reqllirell a failure rate modifier of 0,339 

or approximately three timell better than the RADC predictions. Thi. i, 

$Ilbstantiated by data derived from .,.·PAC and S . PAC life tests which indio 

cates that a failure rate modifier of 2. 15 better than RADC can be demon_ 

strated for typica11'-.PACs and S.PAC. depending on the length of time of 

the test. 



Model No . 

51 6-01 

516-02 

I 516 _03 

I 516-04 

516 - 05 

I 516_06 

I 516_11 

516 _20 

I 516-50 

516 - 52 

I 516 - 53/55 

516 _61 

I 
... 
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De$cription 

DDP- 516 general purpose digital computer 
with 4 096 words of core memory 

DDP-516 general purpose digital computer 
with 8192 words of core memory 

DDP_516 general purpose digital computer 
with 12.288 words of cor e memory 

DDP -516 general purpose digital computer 
with 16,384 words of core memory 

DDP- 516 general purpose digital computer 
with 24,576 wor ds of core memory 

DDP - 516 general purpose digital computer 
with 32, 768 words of core memory 

High_$peed arithmetic unit 

Direct multiplex control unit (OMe) 

Paper tape reader, 300 cp. 

Paper tape punch, ilO cps 

ASR - 33/35 Teletype unit 

Card r eader, 200 cpm 
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Installation Manual (Doc . No. 130071625) 

inar fa c e Mamal (Doc. No . 1l007 1624) 

Instruction Manual for Teletype Models 32 and 13 Typewriar 
Seu, Keyboard Send-Receive (KSR), Receive-Only (RO), 
Automatic Send _Receive (ASR). (Vol. 1 Doc. No, 130071453; 
Vol. 11 Doc. No. Il0071455) 

instruction Manual for Teletype Parts Model 3 2 and 33 Page 
Printer Set __ ASR, KSR, and RO __ ( Do.;. No . 13 0071454) 

6.2 Prollramming Documentation 

Programmeu Reference Manual (Doc . No. 130071585) 

Programmeu Reference Card (Doc. No, 1300711>23) 

FORTRAN IV Compiler Program (when applicable) 

FORTRAN IV Manual (Doc . No. 13007 11>34) 

Oper a ting Instruction. 

Compile r Listing 

105 Listing 

Assembly Program 

DAP-16 Allembler Manual (Doc. No . 1300711>29) 

Operating Instruction. 

OAP Listine 

105 Listing 

Useu Guide (Doc. No. 1l0071627) 

Input/ Output Library (Do.;, No, 13 007 1631) 

Input/Output Subroutine Liltingl 

FORTRAN IV 1/0 Controllnd Driv e r 

Subroutine Lilting. 

C onversion Routine Li.ting' 

Math Library (Da<::. No. 130071632) 

Arithmetic Routine Liltingl 

F ixed Point 

Flodine Point 

Complex 

Standard Functions Library Liltingl 

Fixed Point (without MPY / DIV) 

o r Fixed Point (with MPY / DIV) 

Integl!r 
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Flaumg Point 

Complex 

FORTRAN Control 

Utility Routine Lillina' (Doe. No. 130071635) 

OAP/ FOR TRAN Relocation Loaders 

Memory Dump 

Checkout Packaa;e 

Symbolic:: ProllJ"am Update System 

Verification and Telt Proeram Liltings (Doc . No. 130071633) 

Central Computer 

Core Memory 

Interrupt 

Timers 

I/ o Device. 

Test Pregn.m Loader. 

6.3 Spsdal Documenu.tion 

When a Iyatem include. ,pedal features, supplementary data 

reg&rdlna these features will be ,,,pplied in the same format a. the uanda,rd 

documentation and will be eHher appendices to standard manuah or in 

leparatl! manuab accordin& to the requirement. of the Iystem. 

1 
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RFQ NO. OAHC15 69 Q 0002 Bolt Be ra nek and Newman Int 

APPENDIX C: TIH IHG COHPU TATIONS AND THE RFQ HODEL 

A central computation 1n t he design and evaluation of the network 
1, the de t ermination of the actual amount of IMP processing time. 

It atfects the selection of the IMP computer, the performance and 
utilization of the chosen computer. and forms a basis for t ne re ­

quired RFQ model calculations . It also strongly affects the de­

sign of the hardware interface and, 1n conjunction with the chosen 

computer , forms a principal measure o f the expansion capability of 
the network. 

Howeve r, this computation cannot be performed without making some 
estimate of the traffie Which an IMP 1s expected to handle. The 
results which are obtained are extremely sensitive to the initial 
assumptions . In this appendix we will discuss t wo sets of assump­
tions which we label as A and B. 

ASSUlnption A: Th1s 1s t he assumed traff1c in the RFQ model. Each 
channel carries 15 kilobits/sec and the Host line 
carr1es 20 kilob1ts/sec. The a verage packet s12e 
on a channel 1s 3~~ bits and the average packet 
size on the Host 11ne 1s 576 bits. The re are f our 
channels and one Host line. 

Assumption B: This corresponds to a "reasonable" peak load con­
dition and is identical to assumption A except 
that all channels as well as the Host 11ne are 
assumed to carry 50 k110bits/sec . 

We determ1ne the total number of b1ts per second, R, and the aver­
age number of packets per second , P, that cross an IMP interface 
in any direction. 

C-1 
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RFQ No. DAHC15 69 Q'0002 Bolt Beranek and Newman Inc 

A, R • 8 " 15,000 • 2 • 20,000 a 160, 000 bits/sec 

p • 120~OOO + 
3 4 

~OIOOO 
576 

.. -420 packets/sec; (1 ) 

B, R • 10 " 50,000 .. 500,000 .bits/sec 

p • 400~OOO + 100,000 • 
3 4 576 -1325 packets/sec. (2 ) 

There are two primary components to the calculation of the IMP 

processing time , namely the time required for 110 transfers and 

the time required for internal packet processing. We first con ­

sider the total cycle time, TT' required to do input- output 

transfers. 

We assume four cycles per I/O transfer (core counters are ass~ed 
instead of hardware counters for reasons of economy) and set 

W .. Word length 1n bits 

C .. Cycle time 1n ~s 
I .. Instruction time 1n ~s . 

)ls/sec; 

T .. 500,000 x 4C 
T W \ls/sec . 

• 

(3) 

(4) 

Within each IMP, the bulk or the processing is perrormed on a per 
packet basis. We have estimated the average number or instruc­
tions required in the IMP program to process these packets . There 
are rour basic components or the processing (see Appendix F on 
Sortware) • 

C- 2 
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RFQ NO. DAilCl5 69 Q 0002: 

INPUT INTERRUPT ROUTIN~ 

INPUT TASK PROCESSING 

OUTPUT INTERRUPT ROUTIN! 

OUTPUT TASK PROCESSING 

Bol t Ber ane k and Hewllla n I nc 

~O 1nstruct1ons} 

~O 1nst:ouct1ons 

20 Instr uct1ons } 

20 1nstruct1ons 

80 fo r 
1nput 

40 for 
output 

We average these quant1t1es to obta1n a f1gure of 60 instruct1ons/ 
packet 1n cross1ng an IMP boundary. We fUrther est1mate that all 

add1t1onal tasks w1l1 average another 30 1nstructions/packet. 
Therefore we use the f1gure of 90 1nstruct1ons/packet as the aver­

age number of 1nstruct1o~s wh1ch must be performed by the IMP 
prog:oam to process each packet whiCh crosses the I MP boundary. 
Note that a packet wh1ch trav.r ••• the IMP 15 thus assigned a 
total of 2 ~ 90 • 180 instructions. 

I The total program instruction t1me, TI , is given by 

I 
I 
I 
I 
I 
I 
I 
I 

A: TI • ~20 ~ 901 .. ~38,OOOI lis/sec; (5l 

B: TI • 1325 ~ 9QI • ~120 , OOOI lis/sec . (6) 

We now wish t o estimate the individual 1nstruction time, I, for 
a small s1zed computer. It 15 reasonable to assut:'le that in a 

hypothet1cal 20 bit machi~e , !nd1rect addressing should never be 
:oequired to access any word of memory ( in a typical IMP config­
urat10n of less than 16K). ",,'e assume that such a 20 bit machine 

requ1res an average of 2 cycles per instruction and that a ma­
chine with a shorter word length , W, wi ll require approximately 

2 ~ 20/W cycles/instruction due to an increasing frequency of 
indirect addressing with decreasing word size. 

C- 3 
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Thus . we have t he following expression for t!le l:l~Hructlon time 

I • 20 
W ~ 2C \IS 

and the t ot al program instruction time , TI , for han~ llng packet s 1s 

A, 

B, 

T1 - 38, 000 x ~ x 2C • 1 . 52 x 10' & 
120 , 000 >< 2S " 2C • ~. 8 " 10' C 

W 

\Is/sec; 

us/sec . 

On adding Eq. 3 t o £q . 7 and ~ to 8 we obtain an est i mate. T -
TT + TI , o f the total cycle time required to handle the IMP 

traffic. 

A, T " 6 . ~ >< lo t & + 1.52 >< 10' c " 2. 2 >< 10' ~ o • I.I s/StC ; 

(8) 

(9) 

a: T" 2 ><1 0 ' &+ ~.8" 10'~. 6 . 8 >< 10' 8 lis/sec. (10) 

[

Results 9 and. 10 help 1n t~e d:l,scussl on of 

compute r cholce and they are used for that 

1n App endix D. 

From t his point we will s imply assume that 

c • 1 

W " 16 

I 20 • V ><2C - Z.5 • 

Oh, IMP] 
purpose 

s1nce these are the appropriate values for the DDP- 516. and pro­

ceed with the computation of the timing a~d the mode l. 

c· , 
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A, 

s, 

T • 2.2 " 10' " 

T-6.8><10· " 1 
IT 

~ 0.14 " 10 ' us/sec C~ 14S of capacity; 

( 11) 

a O.~3 " 10' us/sec or 4JS of capacity . 

(12) 

Therefore , under assumption A. only l~J of the machine capacity 
1s used, while at the "reasonable" peak loads of condition B 
approximately 43~ of the machlne capacity 1s used . 

1.0 RFQ HODEL CALCULATIONS 

1) Unde r assumpt ion A. the number of bits/second inpu t into an 

IMP 1s obtained from EQ . I, as one - half the t otal number of 
bits which cross a boundary. This quantity 1s 80,000 blts/ 
sec . 

2 ) The number of packets/sec entering and leaving a node 115 ob­
talned directly from EQ. 2 and 1s 420 packets/sec. 

3) The time available to process a packet 1s the reciprocal or 
~20 . or 2.3 ~s/packet. 

The chosen p~ocessor has alrea~y been shown t o have th1s com­
putat10n capac1ty , s1nce only IIjJ of the mach1ne w111 be" use~ . 

The requ1red total t1me per packet may also be calculate~ as 
90 lnstruct1cns/packet t1me s 2.5 ~s/1nstruct1 0n plus 31111/16 ~ 
II ~s memory access 

90 x 2.5 + 86 • 311 us/packet (out or an ava11able 2.3 ms) . 

(13) 

C- 5 
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~ ) We now ca lculate the compo:',ents of the ::lessa!>! delays which 

are incurred 1n each I MP . 

Let us first consider the channel between the Host and the 
IMP . As a sa~ple case, we assume that a typical time-shared 

Host glves the networ k a share of a mu lt iplexer channel , and 
1s thus willing to read an IMP wc~d at least every 25 sec . 

The tlme required to cross t~e Bost - IM? interface 1s there ­
f ore 30 us/word ( includ1ng 1.6 us of sh1ft time 1n the inter­
face and II \.IS o f :IMP mer:Jory access) . Thus the Host interface 

can process 

c -;';"io-T 30 ~ 10 ' ~ 533.000 bits/second , 

well above the rr~xlmum it w111 be expec ted to handle if all 
IMP modem lines are running at SDK bits . Consequently . the 

pri~ary delays do not oeeur in the reeeivin6 Host queue, if 

the Host is behaving responsibly toward network users. We 

now ealeulate t he line, modem , a:'Id U;P delays for the f ollow­

ing path Which is shown below. 

300mi 300mi 300~ 
Hos t A --00 IMP 1 eo IMP 2 eo IMP 3 --~e- IMP ,, _ _ ~eo Host B 

(l~ ) 

a . Com munication d. 1.ay. The RFIOI indicate s that this quantity i s 

3.17 liS link, and is composed of a propaga.tion delay, and t wo 

mode:tl de lays. 

b. Futz. pack. t tl'an ' miui.c:>n d.ll2y . For simplicity in the rentain­

ing calculations, we eonsider a wo rst case assumption in whiCh 

every packet is a ' fu ll IO~O bit pac ket. The average queueing 

c-' 
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ancl. transm!.,slo:1 delays f or t hi, case 101111 be conse rvative 

estimate, o f ':.!'Ie actl.l21 networK delays. 51:'1ce, eac h modem 
take' o ne bit every 20 us , the full packet r~G ulre' 20 .8 ms 

to transmit. During this time, no other packet may be 
transmitted over the Li ne. 

c . IMP pr~e •• 'i"g d,lay. We have already estimated the total 
amount of instruction time to be 90 x 2.5 • 225 us ~er packet. 

d. QIo<,I.I.i"9 d.lay.. We now estimate the average Queueing delay 

for the asSumed network rates . 

This 1s a most difficult quantity to estimate since the 

Queuing discipline 1s dynamic and the distribution of Host ­
generated traffic 1s unknown. We the refore make some simpli­

fying assumptions . First of all we assume t he inte!'nal dis­
tributions of I MP traffic is equally distributed to all the 

outgoing 11nes. We assume a con ~ tan t se!'vice time on each 
line wh i ch we take to be equal t o the overall average se~vice 

time. Finally, we assume that the t ot al a r rival rate to each 
line, which is an agg!'egate from all of the othe r lines and 
the Host, may be Cha racterized by a Po i sson arrival process. 
Thi s assumption has as i t s limitation the ract t hat the num­

ber of arrivals t hat may occur in any finite til:le Interval is 
·~ot bounded, but is one of the t wo situations we are able to 
analyze - and it seel:ls t o be the most reasonable as~umption 
to make. 

We next compute the constant packet service time in an IMP 
and the packet arrival r ate on each channel . The constant 

ser~ice time l/u is taken to be the t r ansmission time plus 
the processing time , which is 

C-7 
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~ t 20.8 + 0.225 ; 21 ms . (15) 

The full packet arrival rate on each channel 1s 

, . 15 packets/sec. 

The average delay time in an Il1P is equal to the cons';ant 

service time plus the average queueing delay . The expression 

for the average delay ls 

, 1 
r-6 711 

(se e Saaty, EZ .. ments of queueing Theory , p . 161), where e" 
A!~ ls defined to be the load . 

On performing this calculation, we obt ain S z 15 x 0 . 021 • 

0.31 and the average queueing delay, Q. ls 

Q • 

Therefore, the total delay. D, per link ls the sum of the 

four components of the delas. namely 

(16) 

D ~ (3.17 + 20 . 8 + 0 . 23 + ~.7) ; 23.9 ms/li~k (17) 

and the total delay over three links ls three times t his 

quantity , or ~86 . 7 ms . 

I 5) POI" an average path of three links, a maximum delay of 1/2 

second requires that t he delay per IMP not exc eed 500/3 ~ 

~167 ms . We therefore encounter 167 - (3. 17 + 20.8 + 0 . 23) -
l~2 . 8 ms. of queueing delay per IMP . This will not occur I 

I 
I 
I 

until each line is almost used to capacity . 

c- 8 
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r'lore precisely, we use the que ... elng d elay formula t o solve for 

B. which gives us 

, . 142.8 ;; 
n2 .8 + 21 

T 
0 . 93. ( 18 ) 

From th is value of B. i t follow s that the f ull pa cket arrival 
rate for which t he maximum delay 1s one_half s ec ond 1s 

A • ~ • ~4.3 packets/se cond . ( 19 ) 

This corresponds to a 11ne rate of 44 .3 x 1040 • 46 , 000 bits/ 

sec whiCh 1s J us t below the line capacity as e xpected . ThUS , 
we see that the 1/2 second delay does not begin to arise 

until each line 1s used close to capacity. 

6) With al l other nodes quiet , the maximum packet Input rate on 

the nost line 1s 50 , 000 x n bits/sec where n 1s equa l to the 

number of channels. Therefor e, the total input packet rate 

" 
2 x 50'~~2 n • 175 n packets/see. 

The actual maximum input rat e f rom the Host mus t be somewhat 

below 50,000 n b i ts/see , however , t o assure that t he total 
delay does not exceed 1/2 second . 

C- 9 
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APPEfIOIX 0: COMPUTER CHOICE 

Many factors are involved in a computer choice in today's market . 

We started the selection process with several key factors in mind: 

1) The machine Should be a shelf product, with many copies in 

the field . The machine should be physically small , as cheap 

as possible, and suitable for long unattended operation , 
preferably offering standard ruggedized options. 

2) The machine should permit numerous independent buffered block 
transfers, all with int errupts on completion, without special 

engineering if possible , and at a reasonable cost . (This 

cost factor mitigates against hardware count registers and 

toward the use of core registers for I / O control.) 

3) The machine must handle "reasonable" peak loads with So safety 

factor of , say, two or three , and handle e=peated loads with 

a safety factor of, say, foul' to 8i:::, to allow for estimation 

errol', growth, and Host-unique tai loring . 

~) The manufacturer should be sensibly set up t o a ssist in the 

deSign and production of specialized interface hardware , to 

assist in integration, field installation, and maintenance . 

Preferably, the manufacturer should also be physically con_ 

venient to BBN and have service facil i ties conveni ent to the 
network Sites . 

I We will first consider the timing question. From Appendix C 

(Timing Computations and the RFQ Model) , we take Eqs . 9 and 10 : 

I 
I 
II 
I 
I 

A, T " 2 . 2 " 10' C W 
jls/sec 

B: T " 6 . 8 " 10 ' & jls/sec 
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where A implies average rates and 115 about 1/3 of S, where B im­

pUes 50 KB/sec "reasonsole" peak rates , and where 

T • t otal t l me 

c - cycle time 1n \lsees 

W • word length 1n bits 

We '01111 consider the peak rate case and evaluate EQ. 10 for sma l l 
mach!nes; 

" 
12 16 

l sa '" c , ll~J '" 
Now, i f we use assumption :Jet A, t he numbers 1n this table a l"! 

reduced by a factor of approximat ely 3. 

We made these computations seve ral different way s , w1th different 
a ssumpti ons , and loIere led et r ongl;! to seek machines with ~ 1 us 

cyel e tlmes , at least 16 bit s, and w1th powerful order COdes . 
Put anothe r way , this job 15 t igh t f or a smal l machine , and we 

obviously wanted a " large powerful e ntry" from the small class , 

if we were to avoid considering a much more expe n s ive b r eed. We 

rapi d l y discarded the PDP - 8 and smaller group of machines using 

this analysis. 

We ne xt simply conside r ed all t he ~ach ~nes we knew o f whose 

"bas1c" pr1ce was ~$50.000 •• :ld s ~arted filter:l:ng on the bas!.s 

D-' 
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of the ~tated fa ct ors, with factor 13 translated to a cyc le time 
of 1 usee, a capacity of at least 16 bits , a powerful order code, 

and indexing . 

By a considerable margin , the DDP-S16 was the best selection we 
could make. We bel i eve that it 1s close to t he performance peak 
1n it s cla ss , and t hat it can do the job. It 1s a shelf item, 

physically small, competitively priced , offering ruggedized 
standard options , and it has a particularly suitable I/O s ystem 
design . (Or course, other machines were certainly sensible ; a s 

an example of a r easonably close contender, t he slight ly faster 
SEL 810B me t many of t he crite ria . However, 1n this case , the 

1/0 sys t em comparison, the Framingham location of Honeywell, an~ 
the much greater riel~ e~pe rience with the DDP-5 l 6 were ~eci~ing 

fact or s . ) 

We chose the DDP- 5l 6. 
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APPENDIX E: HARDWARE DESIGN 

1.0 THE DIRECT MULTiPLEX CONTROL UNIT 

Because of its central role 1n providing memory accesses for the 
interface units, the DHC operation warrants a brief description. 
The DI4C provides for up to 16 channels of access to the IMP memory . 

A pair of memory pointers for each channel control block transfer8. 
Channels are s erviced 1n a priority order. Each memory access re­
quires rour memory eftles 1n all (including pointer references) . 

For Input , a device requests memQry access via the DMC by pre­
senting a DIL Signal on that device's 11ne . When the DMC 1s f"ree 

(1.e. , no higher priority requests waiting). a DAL slgnal 1s sent 

to the device. The device uses this DAL signal to gate lts data 
onto the common data bus to the DMC and also removes the DIL sig­
nal. The computer takes in the data word. stores it in memory 
accol'(l.lng to the flrst polnter, and lnc.rements· the pointer. It 
then shuts off the DAL signal and the cycle is ready to repeat . 
when the allocated memory buffer reglon ls full.{i.e., on the cycle 
in which the first polnter matches the second -- terminal -- polnter). 
a speclal End of Range Slgnal (ERL) i$ sent to the deVi ce. The 
deVice then interrupts the computer program which. in turn. resets 
the pointers for the next buffer area and restarts the devlce. 

For Output . a ·devlce r eques ts a memory word by presenting a DIL 
slgnal to the DMC. The request is acknowledged by a DAL signal. 
A speclal slgnal (RRLIN) 11 provlded for stroblng the data from 
the output bus into the device ' s buffe-r . End of Range is indicated 
as for Input . 

E-1 
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2.0 HOST TO IMP IN TER fACING -- DETA I LE D DESCR IPTION 

F1sur e £-1 shows deta1ls of the 10glc and Figure £- 2 shows the 
detail s of t11;)1ng. Gene rally. bit flow across the boundary from 

the Host 1s controlled by t wo s ignals; "Ready f or Next Host Bit" 

(RFNHB) , a signal from t he I n terface to the Host, and "There's 

Your Host Bit" (TYHB ) . the an:5werlng l!I lgnal. The Hos t typically 

loads an output bit t o the data 11ne and walts f or RFNHB. When 
RFNHB co~es on , TYKB 1s turned on . When the Interface sees TYRB , 
a Shi f t And Count (SHAC) pulse i s generated whi ch sh ift s 1n the 

data bit from t he Host and steps C, a modulo 16 counter whl ch de­
cides when a word 1s ready to go t o the IMP memor y . Afte r a data 
bi t has been shifted in (De lA ) , RPNHB 1s turned off - in r esponse 
to which the Host drops T1HB and moves up the next bit. After 
De l SI has allowed time f or the Host to note tha t RFNHS went off 
and for the new value in C to set up , the count is checked. If 
the counter has not re ached zero, RFNHB is turned on again to re­
quest the next bit. When the counter reaches zero , a full 16 bit 
word i s as semb l ed and ~ady for shipment ~o t he IMP ~emory . At 
t hat pOint , instead of turning on RPHHB, the OIL flip fl op goes 
on , presen ti ng a I!:emor y ac cess reques t to t !'Je m-1C. When the DMC 
is available (i .e ., compiltll servicin& of the current or any 
hi gher priority requests) , the DAL line for t his channe l will come 
on. That action gates the data word onto the bus to the DMC and 
drops t he OIL request . After t he word has been taken into the 

I memory s ystem , DAL goes off, which normally turns on RPNHB and 
the Whole process repeats. At s~e point the Host will have to 

I 
I 
I 
I 
I 

lDel B i s also used f or Del A r e covery ( and vice versa) where 
they form a loop to fill in zeros at the end of the Hos t message 
see below . 
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aecess its me~ory for a new word, out the I nte rface has no cogni­
zance of that event. (It w1ll probably manites: itself 1n a 

some .... hat lengthened delay between tur n- on of RPNHB and. the an­

s wering TYHB.) 

",,'orcb thus come out _ o f the Host memory, pass serially across the 

int erface, and are tormed Into 16 bit words which go into the IMP 
memory. A more gross boundary Is reached when the pointers used 
by the DMC indicate that the burfer 1n the IMP, specified by the 

program, has been filled. When that happens, an ERL signal is 
returned to the Interface together with DAL. This sets the ERLP 

flip fl op and when DAL goes off instead of turning RPNHB on, an 
interrupt request Is presented to the IMP; i.e., the INT flip 
flop will be turned on. The interrupt routine can sense the ERLF 

flip flop and turn it off , together with INT, via an OFFINT com­
mand. As s t ated above, the interrupt routine will normally reset 

the buffer painters and issue a new ACCEPT co~~and , which con­
tinues the flow of information into the new buffer location in 
the IMP memory. 

When the end of the Host's message is reached, a Lest Host Bi~ 
Indicator (LKSI) level is presented with TYKB to the Interface 

Unit. A FIX flip flop is then turned on as RFNHB goes off. With 
FIX (or HEOM , see belo''') on , a loop is closed through DEL A and 

DEL B whiCh artificially sh ifts the buffer register. FIX is on 
f or only one bit time and forces a "1" into the end of the buffer 

following the last data bit . Then HEOM (Host End Of Message) is 
turned on and any necessary trailing zeros come in to fill up the 

word . ' Note that the "one" data input to the shift register is 
• • • (Host Bit &n.d REOM ) + ( PIX ). Note also that the forced one is 

'See Chapter III Which describes padding requirements and techniques. 
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., r the Host !'lenage j ust tilled suaranteed even it the l ast to. 
a 16 bit woNi. When DAL returns , it FIX ls on , it sta:ots the 

"' . h,' 1011 11 manufacture a word with a "1" at the left delay loOP ~ 

end and teros t o the ri ght. F1nal ly , the word 15 passed to the 
When the OAL l1ne drops. the INT !lip DMC 1n the usual fas hi on. 

t10p 101111 bl turned on , thereby interrupting the 

sense HtOM and turn it off similarly to ERLF. 

II~P which can 

3.0 IMP TO HOST INTERFACING -- DETAILED DESCRIPTION 

Figure £-3 shows details of thiS seetlon of the Host/IMP Inter­

face Unit. So long as the Unit 1s not ON , all control fllp tlops 
are held 1n the zero state; the one incoming control line from 
the !lost side (RFNIB--Ready for Next IMP B1t) ls 19nored. After 

TURNON of the Interface , P.FNIB ls recognl:ed 1: the Host turns 

it on . RFN IB, ln turn, enables r eturn of TYIB (There's '{our IMP 

Blt) and LIBI (Las t INP Blt Indicator) to the Host. Figure E-~ 

shows the timing of a trans fer. 

\r.'hen the IMP program has a packet ready to go , (pointers set, etc.) 

it not1f1e s the Interface Unlt to start taklng the informatlon by 

execut1ng an OCP GO. Th 1s presets counter C to 0001 and turns on 

the OIL f'Up flop. A Clemory request, therefore, goet to the OIllC 

whlch then l oads the approprlate word on to the but and gives back 

OAL and RRLIN . RRLIN strobes the data into ~he Interface output 

buffer register, turns off the OIL fllp flop and turns on the Blt 

Available flip flop . If RFNIB is on , or when 1t cOlnes on , THB 

will be presented to the Host. After the b it h as been taken in 

by the Host , RFNIB wl11 go off, ln turn shutting off' TYIa and pro­

ducing pulse P. P sh uts Off Bi t Available and tests the value of 

E- 6 
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the count 1n C, nOrr.lally indexing 1t at the sar.!e t1me. If C does 
not conta1n zero (1.e., if 15 shifts have not. yet occurred) , then 
a sh1ft takes place and, a fter a short delay (to allow the shift to 
settle) , Bit Available is turned on again. 

After 1, shifts, the rightmost bit of the word will be fed to the 
Host and the counter C will contain the value 0000. When that bit 
has been accepted, (P pulse), the counter 1ndexes as us ual and Bit 
Available goes off. However, no shift pulse occurs and instead 
the OIL flip flop is turned on, thereby requesting another word 
from the H lP memory . When the word is loaded, RiU.IH turns OIL 
off and Bit Available on, and the major cycle repeats. 

Occasionally , the Host will be somewhat slower than usual about 
taking t he next bit as it takes time out to put a word away in its 
memory. It may even be that a Host Memory Buffer area fills up, 
requiring a still longer pause While the Rost. program performs re­
cycle activities. All such delays ~e invisible to the Interface, 
which patiently awaits the RFNIB s ignal. 

At some point , the IHP Buffer will be e~ptied, as indicated by the 
appearance of the ERL signal with return of a word from the OMC . 
This signal sets the LAST flip flop . C will conta1n the value 
0001 when this happens, but LAST has no effect until C counts to 
DODO, thus permi tting the l ast word to be shifted out to the Host 
in the usual way . When C reaches the value 0000, the fact that 
LAST is on prevents C from counting further and 1nhibits turnon of 
the DIL flip flop. If the END flip flop is on at that point, the 
LAST flip flop i5 gated to the Host as LIBI (Last IMP Bit Indicator) . 
The 1M? program turns the END flip flop on when it sets up the 
packet pOinters f or its l~.t buffer load of a message to the Host. 

E-9 
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The P pulse that steps the counter from 17. to 0000 shifts the 

last bit to the lert end of the Buffer and turns on Bit Available. 

Thus on the last Bit, TIIB and LIBI, are s ent to the Hos t together. 
Note. there fore, that while the l/1P 1s interrupted. after each of 

its buffer loads have gone to the Host , the Host gets LIBI only 

on the last blt of the finat packet of the messaGe. The Host's 
speclal interface unit must pad with tralling zeros to tlll any 

r emaining gap 1n its final word (see Chapter III above). When 
the Host turns off RPNIB for the last b1t, a final P pulse turns 
off Bit Available (so that , even 1f a new RFNIB comes along. no 
TYIB will be returned ) . No sh1ft or count takes place and OIL 

is not turned on . Ins tead, the LAST fl1p fl op is shut off and 
the INT flip flop is turned on , thereby presenting an I nterrupt 

request to the IMP. The IMP, in honor1ng the Interrupt, shuts 
off t he INT flip flop with a OCP OFFINT , and when pointers are 

reset and a new buffer 1s ready to go , 1t 1ssues a new OCP GO . 
The Hos t mayor may not be waiting with RFNIB. When it is on. 

the new transfer will s tart. 

4 . 0 IMP TO MODEM 1I1TERFACING - DETAILED DESCRIPTION 

Figure £- 5 shows details of the Output logic . So long as the ON 
FF remains in the zero state , all control is clamped off and nothing 

happens. The modem ' s regular requests for bits will elicit no re­
s ponse and the data line to the ~odem will be held at logical zero. 

At some p01nt, the IMP program issues a TURNON command which sets 
the ON PF . . This permits ModeM b1t requests to make GMAB (Give Me 
A Bit) pulses, G~AB5 count C and when C reaches ODD , a 00 pulse 1s 

I produced which loads an 8 blt s hlrt register, Rz • with a SYN charac­
ter from a set of fixed input gates. Succeeding GMAB pulses shift 

I 
I 
I 

£- 10 
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the SYN character from R2 to the ~odem. meanwhile continuing 

the counting of C. Every 8 counts , the shi ft of RI ls replaced. 

by th e load of a new SYN character. This constitutes the normal 
running mode o f the Output sec ti on; 1.e., an endless stream of 

SYN characters are fe d onto the 11ne. All of t h i s takes place 
While a ~ bit state counter (Se) indicates the SYN state. 

At some arbitrary and asynchronous point in this process, the 

' H1P program exec utes a START eonunand which indicates that a butrer 

load ls ready tor transmission and that the pointers for the OMC 
have been set. This START command se ts a REQ ( Request) flip fl op. 

The next G~ pulse sets SREQ (Synchronized Request ) and the next 
G0 steps the state counter t o the OLE state. clears the synchro­

nizer , and sets t he OIL flip flop which reques t s a word from the 
ONC. The answering RRLHI puls e from the O~lC l oads the contents 

of the memory output bus into a 16 bit buffer r e gi s ter , RI • In 
the DLE state a OLE character is gated i nto RI • fr om which it is 
s~ifted to the modem. The state counter steps to the STX state, 

an STX character i s gated i nto RI f or transmiss ion and the state 
counter steps to the MSG state. At this point the check regi s ter 
is preset to a value such that shifting in the STX character will 

clear it. In the MSG state, an X flip flop alternates on succes ­
s ive characters to select the character time at which a new OMC 

requ.est is to be ;nade. lihen X is "zero". the l e tt half of R, is 
· gated ~o RI and is simultaneously replaced by the right hal t of 

RI . When X is "one", the second character o f the word thus goes 
t o RI and the OIL flip flop is set to request another word from 

the O~lC • . The OMC has 160 I.lS to r upond to the requell t (while the 

se cond character o f the previous word shifts out of Rz 

As th1s flow proceeds, a che ck SUM 111 built up 1n a 2~ 

re&ister wh1ch sh1fts in b1ts from the left end of R1 · 

• 

to the modem). 

bit check 
At some 
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point, when the IMP buffer reaches the last word, the DMC will
return an ERL signal which sets the ERLF flip flop. As the
second character of the last word goes into R2, a SERL (Synchro-
nized ERL) flip flop is set and an interrupt is presented to the
computer. After the last bit has been shifted to the modem, the
state counter steps to the CCl state. The contents of the Check
Register are now gated to the modem in place of R2 and this con-
tinues as the state counter advances through states CC2 and CC3•
As the last bit of the check digits is shifted into the modem,

gating is returned to R2 which is simultaneously loaded with a
DLE character. The state counter now reads DLE2• After the DLE
has been transmitted, the state counter advances to ETX and an
ETX character is gated into R2 and shifted to the modem. Finally,
the state counter returns to the SYN state (i.e., is cleared) and
the transmission of SYN characters resumes.

This process is complicated by the necessity of recognizing DLE
characters while in the MSG state, i.e., in the interval between
the STX and the ERL indication. The bits in R not only are shifted2

to the modem and Check Register, but also cycle within R2 itself.
This allows a check to be made to determine if the character just
transmitted was a DLE. This check is made one shift before the

DLE returns to its original position within R2• If a DLE is noted,
an F flip flop is turned on. This interrupts the normal sequence
of events while a second DLE is inserted in the data stream after
the one just sensed. Sensing is, of course, inhibited on this in-
serted character itself. Then message flow resumes. Complementing
of the X flip flop, which controls the procurement of words from
memory, is inhibited on the inserted character, which means that
the accessing of the next word from memory is effectively pushed
back by a character.

E-13
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Not e that this procedure lengthens a packet containing DLe: char_ 
acters but since the hardware at the receiving IMP performs the 
inverse ope~ation, subtracting out the extra OLE's , the effect 
appears only on t he phone line. 

5.0 flODEM TO IMP INTERFACING - DETAILED DESCRIPTION 

Figure E- 6 shows the details of the Input section. The HIP turns 
t he input section on via a TURNON command which sets the state 

counter (SC) into the SRCH (Search) state. As the modem pumps 
in bits, they produce SHIFTIN pulses which shift a 16 bit shift 

register, RI , together with a 24 bit cheCk register.* After a 

small delay, a LOOK pulse is produced from each SHIFTIN . In the 
SRCH state , LOOK pulses hold a 3 bit counter, C, in the zero state . 
When a LOOK finds a SYN character in RI , the state counter ad­

vanced to the SYNC state to acknowledge character sync . and C 
commences to count. Every eighth count , when C reads zero, an 

L~ pulse is produced from LOOK. In the SYNC state, anything 
other than a SYN or a OLE character appearing at LG time will 
return the state counter to the SRCH state. Normally, the next 
event of interest is the ar rival of a OLE at the front of a pack~t . 

This advances the state counter to the OLE1 state whence anything 
other than a succeeding STX will act like a loss of sync. I f the 

STX character appears correctly, the state counter shifts left 
one place to reach the MSG state and a GO pulse is produced which 

clears the C~eck Register and RI , GO also inltlalTy clears the X 

flip flop which se~ves the same alternating fUnction as the X flip 

flop in the output section. Once in the MSG state , when a char­

acter has finished shifting into RI , it is moved into the right 

*RI • R2 • and the Check Register of the Input Section are not the 
same registers as those in the Output Section. 

E_l4 
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half of R2 and the right half of R2 simultaneously moves to the 
left half . Every two characters, the X flip flop reads "one" and 

sets DIL which presents a request for memory access to the DMC . 
Here again , the DI~C has 160 \.IS to respond .. mile the next character 

1s assembled 1n Rl , 

This process normally continues until a DLE character 1s sensed 

which advances the state counter to ESC. The ensuing ETX returns 
the state counter to the SYNC state , causes the zero detector on 
the check register to be sensed (setting an error flip flop if the 
register 1s non- zero), and produces an Interrupt. The unit then 

keeps vigil for commencement of the next message . 

ShOUld the OLE ETX at the end of a packet fail to be recognized, 
an ERL signal will be returned from the OMC when the allocated IHP 
buffer is full and Error and Interrupt signals will be generated. 

The only remaining complexity is the deletion of the extr a OLE 
characters inserted by the translIli tting IMP. '['he insertion pro­

cess guarantees that the OLEs (other than the opening and closing 
ones) occur in pairs . The first OLE steps into the ESC .state and , 

while in this state, no memory requests (OILs) will be generated. 

Purthermore, the regular alternation of the X flip flop is in­
hibited to avoid counting the extra OLE. The second OLE (i.e. , 
any DLE occurring in the ESC state) returns SC to the ~lSa state . 

While in the ESC state, a normal opportunity for transfer of R1 
into the IMP memory was missed and thus the next character from 

the right .half of RI will replace the character in the right half 
of R1 , consequently deleting the overwritten OLE character in R1 • 

E- l6 
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6.0 ASSI GNMENT OF CHAIWELS ANO FUNCTIONAL MEANING 

OF PRIORITV lNTERRUPTS 1n order of decrea5ing priority 

Interrupt 

1 Modem 1 t o IMP Interface : packet recept i on co~pleted or 
check sum err or or failed to 

I 
recognize end of packet before 
buffer region fill ed. 

, f10dem 2 to IMP Interface: packet r eception comp leted or 

I eheek sum error or failed to 
reeognize end of paeket before 
buffer r egion filled. 

I J Modem 3 to IMP Interface: paeket re ception eo~pleted or 
eheek sum error or failed to 

I 
reeognize end of paeket before 
buffer region fi l led. 

• Hodem lj to IMP Interfaee: paeket reeeption eompleted or 

I cheek sum error or failed to 
reeognize end of packet be f or e 
bUffer region filled. 

I 5 Modem 5 to !IoU' Interface: paeket r eception eompleted or 
cheek sum error or failed to 

I 
recognize end Of pac ket before 
buffer region filled. 

6 140dem 6 t o IMP Interrace: packet reeeption eompleted or 

I eheek sum error or failed to 
reeosnize end of paeket before 
buffer region rilled. 

I 7 IMP ,. Model:! 1 Interface : packet transmi SS ion completed . 

I 
B IMP ,. Modem , I nterraee: packet transmis s ion completed. 

9 IMP ,. !1odem J I nterfaee: paeket transmission completed. 

I 10 IMP " ~l odem • Interfaee: packet trans mi SSion eompleted. 

11 IMP ,. Modelll 5 Interfaee: packet transmission cOlOlpleted. 

I 
I 
I 

E- l 9 
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12 I I"P to Modem 6 Interface: packe t trans",1$$10n completed. 

13 

15 

16 

Host to HiP Interface: 

HIP to Host Interrace: 

Clock: 

Program: 

specified Ij·jp burrer region 
filled, or Hosc's Ready State 
changed, or Host indicated End 
of Message. 

Finished transmitting (packet} 
to Host . 

Self explanatory. 

Program induced interrupt. 

1.0 NOTES ON OR~WING SYMBOLOGY AND CONVENTIONS 

1. Names are not always unique among drawings . Thus a line 

marked DAL on one drawlr.g is a different DAL line from that 
shown on another drawing. On the other hand, as there 1s but 

one ERL line from the OMC, all lines called ERL are really the 
same. Each Interface Section has its own Interrupt flip tlop, 
assigned to its own priority interrupt line, although all of 
these flip flops are labelled INT. Each also bas its own OCP 

OFPINT line, etc. 

,. Symbology: 

0 Logical "D 

0 Logical DR 

[!] Logical EXCLUSIVE DR 

B Logical "DT 

...fL Delay 

E- 20 
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x 

X 

eZRO , 
MSG 

~ PG 

~ PO 

~ Device which generates a Pulse on tho 
, to True Transition of X. 

~ Device which generates a Pulse tho on 
to PaIse Transition of X. 

Detector on Counter C shows content$ 

MSG Fl1p Flop is 1n the one state . 
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APPENDIX F: HIP PROGRAM DETAILS 

1. 0 FLO~ CHARTS 

The follow1ng flow charts detail the various functions of the IMP 

program routines . The flow charts are divided 1nto five sect ions: 

1) Initialization and background routines. 

2) lnte::-rupt routines. 

3) Task routines (i.e., routines called indirectly, via the task 

list, by interrupt routines) . 

4) Input processing routines - a set .of routines dispatched to 

by t h e NETWORK- INPUT task routine depending on the contents 

of the input packet. 

5) Shared subroutines - a set of rou t ines which are shared by 

various other routines. Interrupt routines which call a 

shared subroutine must insure that all other interrupt rQU­

tines which call that sha~ed sub~outine a~e locked out. 

Locking and unlocking of interrupts for this purpose is not 

explicitly shown in the flow charts but it ean be assumed to 

be included where appropriate. 

The basic relations between these five sets of routines are out­

lined in Chapter III, and the reader should familiarize himself 

""ith that chapter before studying this section . 

The following notational convent i ons are followed within the flow 

charts: 

1) Subroutine calls are ind1cated by the wo~d "Call" followed by 

the cap1talized name of the called routine . Although many of 

F-l 
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I MP PROGRAM FLOW CHARTS 

~--- ---,+-SACKGROUND LOOP" 
I Execute next I 
,I routine in ' 
I backg round I . 
L_loop ____ --1 

*Control is obtained from the Background 
loop by way of interrupts. 

FIG. F-l INITIALIZATION PROGRAM AND BACKGROUND lOOP . 
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yo. 
1 N P UT - F R OM-NETI'IOR K* 

I 
I ~ input valid 

!"' 
Is there check ~um 
error 

ye~ ~ no 
15 packet too bi9 

ye~ • no 
Error i~ of 
undetermintd origin 

Set up new input into 
buffer, re~tore interrupt~ 

and return 

L-' Call GET-EMPTY-BUFFER 
1 

Set up input new buffer 
1 

Restore!l.i.t!.!! interrupts 
yes ~ 

Are Ihere fewer free 
buffer~ than network 
input line~ or i~ the 
packet for the Host or is 
packet an IMP - Io-IMP 
acknowl edgem ent 
, ~ no 
Call ENTER-TASK 
( ACKNOWLEDGE) 

1 
Call ENTER-TASK 
(NETWORK-INPUT) 

Re~tore inttrupts 
and return 

Bolt Beranek and Newman Inc 

OUT P UT - T 0- NETW 0 R K 
I 

Mark buffer 'senl' 
and ~ave time of 
transmission 

I 
Call ENTER-TASK 
(NETWORK-OUTPUT) 

I 
Restore interrupt~ 
and return 

OUT PUT - T 0- HOS T 
I 

C~II ENTER-TASK 
(HOST-OUTPUT) 

1 
Re~tore interrupts 
and return 

I NPUT - FROM-HOST 

CLOCK-INTERRUPT 

I 
Increment high 
order clock 

I 
Call ENTER-TASK 
(T I MEOUT) 

I 
Re~tore i nterrupts 
and return 

TASK-INTERRUPT 

I 
Restore Interrupts 

I 
Ca l l EXECtTE - TASK ~ 

Are there any taskS----.J 
left on the Task list yes 

100 
Return 

Is packet ·valid..l"'c'-_I call ENTER-TASK 
(HOST-INPUT! 

00 
I 

. yes 
s Host In readYl 

state ' 
!"' 

Undefined error Restore Interrupts 
and return 

*There is a separate copy of Ihe INPUT-fROM-NETWORK routine 
for each network input channel: the other input and 
output interrupt routines will probably be parameterized_ 

FIG. F-2 INTERRUPT ROUTINES_ 

F- 3 



I 
I 
I 
I 
I 
I 

• 
I 
I 
I 
I 

RFQ NO. OAHC1S 69 Q 0002 Bolt Bera ne k and Newm~ n Inc 

, .. EXECUH - T,I,SK 
I 

I s ~umber 01 
free buffers 
gru ter thin 
number of network 
Input lints 

TIMEOUT 

C 
I . 

HOST-INPUT T 

I 
HOST-INPUT-SWITCH relurn 

I 
HOST-INP UT- SWITCH----, 

I ' 
HOST-INPUT retu r n : 

yes • no 
Is liSt entry 
~n Tast list 

III Reroutong 
routir.e lor all 
'limed out : 
unHknowl edgtd 
pilchts in networ k 
output Queuts 

I 
, 

Cilil G£l-EMPTY-BUHER .. -
J 

I store - Ind­
forward PHktt 

I "' 
Eucute last 
tHk on hsk 
L1 ST 

I 
Celtlt tuk 
just executed 
!rom hSl List 

I 
Return 

CI II RElEASE----oI 
BUFFER n.e., 
don'llICctpt 
picket I 

Execute lirst 
task on hsk List 

HOST-OUTPUT 

Cilil RELEASE-BUFFER 
(I. e •• reluSt old bufler I 

I 
Sit fllp/llop to Host 
11 ntxt piCket Is luI 
i n messlge 

I 
Set up ilnother output 
to Host If there HI 
iln.y pICkets I n Host ~ueul 

I 
Return 

Cllculille chilnnel 
qualities 

I 
Return 

NEIWQR K -O UT pur1l" • Find ntlt buffer 
in output queue 
with 's enl ' bit 011 

I 

I 
Set up input of hUdtr 

I 
Cilil HOST-IN?UT-SWITCH 

I 
Are thert too mlny 
unilcknowledged linu 

no pts 
Set link tro ulll, bll ilnd 
Cilil HOST-IN PUT -SWIT CH 

I Set up output 01 
thill buller 

I 
Return 

N£lWORK-INPUT 

Cilil ilPpropriilte 
Input process I ng 
routine depending 
on Iype of buffer 

[0 ~;:~~~~~~~;~~'~:;;;l~~~ . 
$ilve htild e~ . cl tilr pickel 
co~nt, ilnd I ncremenl 
mf S5ilge co~nt 

I . 
Return 

ACKNOWUOG E 
I 

CillI TEST-QUEUE 

Put mes l ilge consistlng 
of htlder (including 
Htnowledge pointer I 
ilt Ironl of outpul 
queue to IMP 
from which pH t et cilme 

I 
Return 

Cilil GET-EMPty-BUFFER 

Set up input of pICket 

Call HOST-INPUT-SWITCH 

Append hnder, pHket 
~ount, mesnge count, 
lilSt packet bit If proper, 
etc. and put pilc l et in 
first choice output queu e 

Add on e 10 pHktt counl 

:==~'~0;J 15 this I ils i pac ket 
01 Host buffer yes 

"*I.npul ilnd Output TilSk Routines ire pilramehriud Ii. e •• there Is 
a si n91 e copy 01 the routine which Is "lIe'd with iI pilrilmeler which 
IndiCIItes whiCh chilnnel the routine shou ld be concerned with. 

T The firsl tour lines of 
The HOST- I NPUT-SWI 
Ih f lin e indiCilltd by Ihe 

FIG. F-3 

ilrt, in elfect, • multi -wil y swilch. 
';,;.:" i nitillized to 'return ' ~ontro l to 
e, ilnow. 

TASK ROUTiNES 
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~tl l 9nlltd by 
"knowledgme nl 
pOinter If Hudtr 

n'll tchu '" 

R. tur n 

Unb\oc~ Ink Indleltld 
In mlSng' 

I 
Is Lin k Troubl. 811 
Itt lor link Indlut,d 

"In 11U11I~' 
• yes 

t.1I ENTER -T ASK 
( HOST- I NPUT I 

I 
tlnr lln k Troub le 8it 

I 
e.1I TESt QUEUE 

I 
Put READY FOR N[ XT 
MESSACE _, I ront of 
qu.ue 10 HOST 

I 
R,turn 

P "U Ef -FOR- HOST 
• f5 Put bulltr in queul 

Don bulltr (OI'lI.ln2- for HOII , nd e , lI 
lu ll llllSSlgt ENTER-TA SKI ACKNOWl(OGEI 

po • 
Is IIIIUSil9t ove r Re t Ur n 
th i s l ink il l rudy 

be ing H$tmb ltd __ "'~' •• • " "'" .... , /'" ":""] • ru . ytJ 
C,l1 ENTER-TASK ' Re serve seVIn I f U bulhrs 
I ACKNOWLEDGE I 

'" e,1I RElEASE - BUffER 
e,lI RELEASE-BUFFER Ihvi no t Hctpllng 
to r, luse , the piCk el for thl Host 
rlnr.ed buffer 

I 
e.1I TEST-QUEUE 

I 
I I m plt te!1 
01 lIIuugt ue 
uumbled, pul 
packlls In correct 
order In queue 
10 MOil 

I 
eilll RELE ASE-B UFFER 
Inough UDlU 10 
ailiiSi reDliliner 
01 r nerved buffers 

I Rl l ur n <_ __________________ " 

FIG. F-4 INPUT PROCESSING ROUTINES 
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GET - EMPTY- B UFf ER"" 

Is !mpl~ butter 
tount Z!ro 

no lyfS 
Call EXECUTE-T ASK 

Subtract one from 
empty buffer count 

I . 
Remove an empty 
buffer Irom Free 
List and return It 
to calling program 

R ELE A SE - BUFFER 

• Add buffer to Free 
LI 51 

! 
Add one to emply 
buller count 

• Retu rn 

ENHR-TA SKlname! 

II Ta~k List 
is empty Initiate 
Tast interrupt 

I 
Enler hsk name ind 
any arguments at 
end of Task List 

I 
Return 
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REROUTING 

l Th e rerouting routine 
il not diagramed here . 
It performs the functions 
outlin ed in the tut of 
Ihis ?roposal.lnlerrupts 
need not be locked while 
this rculine is funning.) 

TEST-QUEUE 

Ill heloutput 
Queue under 
corHlderation 
110 Host or 10 
networ k lis empty 
Call ENTER-TASK for 
Ihe task routine 
which han(\les this 
ou tput queue 

I 
Return 

*A ny r u r ther interrupts that might cause these routine to 
be called musl be locked out when these routines are called 

FIG . F- 5 SHAREO SUBROUTINES 
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the routines have arguments, these are not explicitly indi ­

cated 1n the flow charts. An exception is the routine "ENTER­

TASK ," one of whose arguments, the name of the task to be put 

on the Task List , is explic i tly shown in parentheses . 

2) The worlil "network" when used in the flow charts, refers to 

the IMP- modem interface, while the word HOST refers to the 

IMP- Host interface . 

3) The start of a sUbrout ine 1s indicated by the Capital1zed and 

underlined name of the subroutine . 

4) Every subroutine 1s assumed to store and restore any active 
registers whi ch it uses, including the state of the interrupt 
priorities. These functions are not explicitly shown . 

2.0 QUEUES 

It is stated in Chapter II I that output queues are doubly - linked 
circular lists with a list pOinter denoting the' "head" of the 

list . We have made all system lists of the doubly - linked cyclic 
variety , since the space and simplicity advantages gained by 

having only one set of l ist handling machinery are significant. 
Also we gain the versatility of being able to insert or delete 

an e"ntry of any list rapidly , and to make insertions easily at 
either the head or tail of any list. 

The following diagram of the buffer storage area of the IMP com­

puter shows the structure of the task list, a sample output queue, 
and the free buffer list. Each buffer has two words reserved at 
the front f or for \<;ard and backWard pointers as well as (probably) 

two additional words indicating the current status of the buff er 

F- 7 
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( e . g ., "sent ," time of tr"ansmi ssion). Al l buffers are on one and 

o~ly one list at a t ime. Buffers ;rhlch are on no other list are 

on the free buffer 11st. Since the task list is also chained 

through the bu ffer storage (one of t he status words wi l l i ndicate 

;.'hich task 1s to be performed on the buffer ) , the buffer storage 

~ay be completely shared by all variable length lists and there 

1s no need to reserve in advance a fixed amount of storage for 
each lis t. 

3.0 EXAMPLE 

To conclude this appendix, we trace through the program logic 
;Ihlch handles a store and fo:rward packet coming 1n on channel A 

and destined for some other Host N. We start by assuming t hat 

the program 1s cycling in the background loop and that an input 
buffer is assigned on each input channel. 

Upon receipt of an input interrupt from channel A, the channel A 
IilPUT- FROM- NETWORK interrupt routine (Fig . F- 2) is called. A 

.new input buffer is assigned and ACKNOWLEDGE and NETWORK-INPUT 

tasks are put on the task l1st (1.e ., an IMP-to- IMP acknowledge 
must be sent and t he packet must be processed). The first call 

to ENTER- TASK (for ACKNOWLEDGE) finds the task l1st is empty and 
1n1t1ates the task interrupt. Ir/hen the INPUT"'FROM-NETWORK rou­
tine returns to the background loop and reenables interrupts , 

the task interrupt is serviced and the TASK_INTERRUPT routine 
(Fig . F- 2) is called . TASK- INTERRUPT calls EXECUTE-TASK which 

executes the first task on the task list . Thus the ACKNOWLEDGE 

task is called which calls TEST- QUEUE (Fig. F- 5) with reference 

to output channel A. TEST-QUEUE finds that the channel A output 
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queue is empty and therefore calls ENTER-TASK ,dth the NETWORK­

OUTPUT routine for channel A as a task. This initiates the out­

put an~ arms the output inte rrupt. TEST-QUEUE returns to AC­

KNOWLEDGE whiCh puts an !jiP-eo- IMP acknowledgment on t he channel 
A output queue and returns to EXECUTE- TASK. EXECUTE- TASK deletes 
the ACKNOWLEDGE task from the Task List and returns to TASK­
INTERRUPT. Since there are more tMks on the Task List, TASK_ 

INTERRUPT again calls EXECUTE- TASK Which in turn calls NETWORK­
INPUT (Fig . F- 3l. NETWORK-INPUT not es that the packet which 

came 1n on channel A is a store and forward packet and calls the 

STORE-AND- PORWARD input processing routine (Fig . F- ~). 

STORE-ANO-FORWARD calls TEST-~UEUE with rererence to the r irst 

choice output queue to destination N, thus putting a NETWORK ­

OUTPUT task for that queue on the task list. STORE-ANO_ FORWARD 

returns to INPUT-FROM- NETWORK and thus to EXECUTE-TASK sinc e 

there are still two tasks on the task list. The first task on 

the list is the NETWORK- OUTPUT (Fig. F-3) task on channel A. 

ThiS sets up an output of the IMP-to-IMP acknowledge. The sec­

ond call to EXECUTE_TASK finds another NETWORK- OUTPUT task , this 

time for the first choice queue t o destination N. Since there 

are no further tasks on the task list, TASK _ INTERRUPT will re­

turn control to the background loop. As each of the above out ­

puts are complet ed, the OUTPUT- T0- NETWORK interrupt routine is 

called . Each of these calls will result in a NETWORK-OUTPUT 

task being entered on the task list. When NETWORK _OUTPUT is 

run, no unsent. buffers will be found in either output queues, so 

the output . interrupt sequence for these queues will be broken 

unt il re.started, as before., by TEST-~U~UE. 

Eventually an I1~P_ to_IMP acknowledge should return on the first 

choice channel to destination N. The INPUT_FROM_NETWORK interrupt 

F- IO 
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routine wl11 ENTER_TASK(NETWORK_INPUT) when this happens, which 

w~ll call ACKNOI'!E;:lOr • .E:NT-RECElVED. ACKNQWLEDOl4ENT-RECElVED w111 

delete the acknowledged buffer rrom the ou tput queues. Should 

an acknowledgment not be received within some time out period 

the CLOCK- INTERRUPT (Fig . F- 2J routine w1 11 be called . It w111 

set up the TIME-OUT task which w111 call the REROUTING (Fig. F- 51 

routine for the unacknowledged packet. 
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APP[ 110IX G: OETA I LS ON TESTING 

In so rt.:- as t e ~tin6 1s cencer-ned , H,P develop::'1en t can tie divided 

i nto four phases . During the first o r prototype phase , te~ t 

equip~ent and prog:,ans will b. de veloped , as p:- t'v l ously untried 
equipment is shaken down, to the po i nt where designs of equipment 

and programs u sabb for t e sting of subs equent un i t s result . Dur­

i ng the s econd or product i on phase, the emphasis is on real~ zlng 

pro<:luction "ni ts f or t he f1e l d installation phase . ?roduc tion 

unit s '01111 be t ested using a protot)'pe unit as a tes t set. In t he 

t h l rcl. . o r field ins tal lation phase, units will op.rat e 1n & s,elf­

ust mode by providing their own t es t si gnals !'or proving ope rab.ll ­
i t y. In the fourth or network ::lode. un it s will operat e Wl t h real 
Host and line inputs and output s . and wl11 be capable of dete c ting 
cper ati ona l ma l funct i ons and reverting select ive ly to l oo~ tes t 
modes for diagnosis of trouble. Thus. each phase bu l 1ds o~ tests 
developed ln t he previous phase . 

Describing t he tests and test s equences requlre~ descr ibing ~ources 
and receive rs of slgn als in long chains of eQuip~ent and di stin­
guishing be t"iole en chains as the te~t in g comple xity bullds u~. To 
simplify and clarify test ceserl~tions . the following notation w~ll 
be. used . Capital letters w1th numeric.a l sutlscript wl11 denote sys ­

tem·.eleClents t o be intereonnected . ~xamples are: p, . the first p:""oto_ 
type IMP ; I" first produe t ion I MP; M, . fir s t modem ; L, . fir at phone 
~ine; H,. f irst Host. No subscript denotes a general e l ement ; lower 
case letters with subscript i or 0 denote i nterface equipment f or 
input or output . respeetively . to thelr assoeiated s ys t em ele ment. 

Examples are : e1' input interface to HIP from carri e r ; hl ' input 
int e rfae e t o IMP from Host; ni' input interface to Host fro m IMP . 
Tett equi pment suc h as a scope will be written out: s cope. Passage 
of s~&nals f rom one elelllent to another i n a test cha in ..-1 11 be 
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HiP, an~ its o .... n retransmission HIP as follOws; 

retransmission 

I 
• I, 

Receiving Host 
Transmitting IMP 

I, • 

Transmittl ng Host 
Receivlng IMP 

M l ooped on it se lf or M ~ L looped on i tself may be added to the 

HIP sel f - loop f or testlng carrier operation . 

_, 1.1 Pr 04uc tlon Phase 

During the production phase , productlor. U1Ps \~111 be accepted into 

the BBN test facillty wlth the P, prototype generatlng t es t signals. 

Each production IMP wl11 be run through the follow1ng sequence of 

tests b ringlng lt up to the nIP self-test level r e ady for shipment . 

p ~ c ~ M • e ~ I. 
'0 1 

p ~ h • h + I , 0 1 
~ e • M + c + P + Co o l' 
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IMP Self-Teet 

1.2 Insta l lation Phase 

Prior t o shipment of an HlP to a Host site. t he Host comput er will 

have been provided with a network int erface that will interface 

the standard IMP- Host interfaces. Testing of the network inter ­

faces of the Host will be similar to protot ype testing, namely, 
initial output interface test, Host l ·oop- test . and Host self- test . 

Symbolically the sequence 1s H '" no ... scope, . H'" no '" n1 "' _R 
(test program) , H'" no ... n

1 
... H (self- test) . The IMP will be 

shipped when the Host has completed int erface testing using the 

test program only, because developing the complete Host self- test 

capability is more easily accomplished art~r initial operat~on 

with I MP when t he Hos t operational program has been checked out in 

operation. Host self- test is necessary for ne twork operation to 

pe~1t fault isolation between the IMP and the Host . When the IMP 

has been installed, it will be tested in IMP sel£-test mode without 

modems, then with modems , then with" the Host using Host and IMP 

test messages , and finally with the Host using Host operational 

program in a loop . The sequence of test s is ; 

I I 
C h

1 
+ I + 

'0 
+ '1 + I + hO~' C h

, 
+ I + 

'0 
+ M + '1 + I + 

hO"]' 

H + hO + h, + I "ho- +tl
1 

+ H, aM 

I I 
H + " + 

0 h, + I + 
'0 

+ M + '1 + I + ho + " , + H. 
" 
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APPENDIX H: SIMULA TI ON 

In this Appendix we des~rlbe a LISP program wri tten to simulate 
and display t he operation of the ARPA network . Thi s ne twork con­

sists of a co llection of nodes linked to various nei ghb ors . 

In operation, a user requests that a message be sent from one 
node to another, and the program then displays the progress of 
this message fron its - creation to the final acknowled~ent of 
its receipt . Since more than one message can be sent at a time , 
and each node has a limited capa city . the network can become 
clogged. The program 1s des igned to serve as a tool for s tudying ­

the ways 1n which networks become conges ted , for study ing Queue­
i ng problems , and for exploring r out in6 algorithms (and heurist i cs) 
for handling these s i tuat i ons. 

1.0 Hodes, Lines , and Messages 

There are three distinct entities in the progr-arn ' s data structure; 

nodes , lines , and messages. Each of these cons is ts of an array 
contai ning relevant information . For example, associated ~ith 

each' node is its positi on , it s capacity, its nei6hbors , and its 
outstanding message&. Assoc iated ~ith each l i ne i s its l ength , 
and an indication of whethe r it i s in use . Assoc i ated with e ach 

message i s its: orlgln, its dest inatlon, its current pos itlon, and 
an identifying number. Currently, each node has l~ entrl es, each 
message 11 , and each 11ne , . 6. The organizatlon of the program 
makes 1t easy to add new informat1on for more soph1st1cated 

app11cations . The program is thus deflnltely not fro.,". 
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Each message consists of a nu~ber of smaller units called packets.
Every packet must reach its final destination before the message
is considered received, although each packet can go a different
route and arrive at a different time. Since only one packet can
be sent on a given line (in a given direction) at a time, there
are usually a number of packets waiting at a node to go out on
one or more of its lines.

Packets of a single message a~e especially likely to bunch up be-
cause they all follow the same route, namely, the shortest one.
The user does have the option to reroute packets, and thus reduce
their waiting time at a given node, but this is done at the ex-
pense of making the packets travel a greater distance, and hence
takes a longer time. We plan to experiment with different algo-
rithms for deciding when to reroute packets automatically, de-
pending on congestion at a node and the extra distance required
by alternate routes.

When a packet arrives at a node, it is placed in the appropriate
queue to go out on the line to the next node along its route.
When a line clears, the next packet is sent. The length of time
to travel the line is proportional to its length. (The user can
alter this constant of p~oportionality effectively to speed up
or slow down the changing display.) When the packet arrives at
the next node, the line becomes clear, and another packet may be
sent.

Even though a packet arrives at its ultimate destination, the
rest of the packets in the message must arrive before the message
is considered to be received. When all packets have arrived,
they "enter the node" and disappear from the network. In addition,
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en identifying nessage 1s typed on the teletype, and an acknowl ­

edging message sent from the node to the originator of the message . 
Th!s message consists of a single packet which travels at a much 

faster rate than regular packets. and immediately goes to the 

front of the line at each node. 

Each node has a limited capacity which is the total number of 
packets it can acco~~04ate (i.e., those waiting 1n 11ne to go out) 

plus those waiting to enter the node. When this number 1s reached , 
the node refuses to accept any more packets. In terms of the pro­

,r~~. this means that packets sent to that node will not arrive 

and will not be taken off of the Queue of the node sending them. 
1hey will thus be sent continually until, ultimately , they are 

accepted. The capacity ot a node can be varied dynamically by 
the user. 

The user also has the option ot disconnecting a given line, i.e., 

ma~ing it permanently bU$Y. This teature is included in the pro­
gram primarily to provide a way ot quickly congesting nodes to 

then stu~y how they may become uncongested. 

Z.O The Ois~' ay 

The display generated and maintai ned by the program shows the 

current status ot a ll nodes and lines in the network , and the 
position ot those pac~ets that are actually in tranSit. More 

detailed intormat1on is available in response to specit1c user 
queries _ see Section 3.0 below. 

Each node is displayed as a small circle with its name immediately 

above it. Above the n~~e are two numbers: the number ot packets 
holding at the node (wait1ng to enter the Host), and the number 
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of packets in queues at the node (wai t ing to go out on one of its 
lines). The first is displayed slightly to the l eft of the 

second . 

Each line on whiCh a packet 1s currently being transmitted 1s 

displayed as a sequence of short dashed lines much brighter than 

the rest of the display. The message number, and packet number, 
is also displayed beside the line. When this packet arrives at 

the next node , the line 1s turned off and displayed as a much 

dln~er dotted line. If the packet 1s accepted (i .e., the ca­

pacity of the next node not reached), the number 1n queues of 

the sending node is decremented and either the number 1n queues 

or the number 1n holding of the receiving node 1s incremented. 
These changes may not occur simultaneously because of the order 
in which the program does things. 

Nessage numb ers begin ,,!ith 1 and increase by 1. Packet numbers 
are really letters and begin with A and progress through the 

alphabet . Thus, if the third message sent consisted of ten 
packets, they would be labeled 3A through 3J. The acknowledging 

message packet has the message number and the symbol f. Thus, 
when all of the packets of message 3 reach their destination , a 
packet labelled 31 will be sent to the origin of t he message, 
and the number in holding at the destination node will be de­

creased by the number of packe ts in the message . 

If a node is at capacity , and a packet is sent to it, the line 
along Which the packet is being sent will be brightened, and the 

packet and ~essage number disp layed, After t he time normally 

required to send the packet over this line has elapsed, the line 

will be returned to its off status, However, no changes in the 
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numbers of the nodes will be made, and the same packet will be 

sent out along this line again at the next cycle of the program . 

Note that a node may be at capacity when a packet first starts 

out on a line toward it, and stlll have room for the packet by 

the time it arrives. 

I f a line 1s disconnected, the packet currently be ing sent on the 

line, if any , 1s unaffected. However, when the packet reaches 
i ts destination, the line will be displayed in its off state, and 

no more messages will be sent out on that line. 

A picture of the network display 1s included at the end of this 

appendix. 

3.0 Use of the Program 

The program is called by the function ARPA() of no arguments. 
ARPA will go through several stages of initialization , during 

which the following will be typed: 

o 
1 

INITIALIZING ... 

FINDING ROUTES .•• 

STORING DISPLAY ..• 

at which point the display appears on the scope . (There may be 

one or more garbage collections in the process.) 
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ARPA recognizes the following commands: 

STOP 

OK 

(nodel node2 N) 

(node! node2 N T) 

(nodel node2) 

. (CHANGE SPEED TO N) 

.. 

(CHANGE "CAPACITY OF 
Node TO N) 

(DISCONNECT nodel TO node~) 

freezes the display at the end 
of the current cycle; 1.e., no 
messages are sent or received. 
Any requests wi ll be immediately 
executed. 

reverses the effect o f STOP. 

sends a message consisting of N 
packets fr om nodel to nadeZ, 1.e., 
starts a message. 

sends a message consisting of N 
packets from nodel to nodeZ with 
the N packets being placed at the 
front queue 1n nodel. 

sends a message 
NU~lPAC K packets 
nade2 . NUMPAC~ 1s 
set to 8, but can be 

0' 

changes speed 'factor to N. The 
number of cycles of the program 
required for a message packet to 
travel"a 11ne of length L (in 
scope units) is LIN. Speed is 
currently set to 400. 

chang~s capacity. of Node to N. 
Capacities are initially set to 
value of variable CAPACITY, 
Whi ch is currently set to 50. 

disconnects line from nodel to 
node2. 
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(RECONNECT nodel AND node2) 
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reconnects line from nodel to 
node2. 

(REROUTE n AT nodel VIA nodel) al l packets of message number rr 

(REROUTE n AT nodel VIA 
node2 T) 

? node 

? FROM node 

?TO node 

? TOI node 

are placed 1n the queue 
go to node2 . 

same as above except packets are 
placed a t front of queue . 

prints a comp l ete description of 
the status of node, in terms of 
which packets are in queues and 
which are holding. 

prints locat ion of all packets 
originated with node. 

prints location of a:n packets 
with node as their destination . 

prints all packets that are one 
node away from node . 

ARPA responds to requests only once each cycle, which may be any­
where from 5 to 15 seconds, real time , .depending on load of system 
state of network; 1.e ., more packets means more work for the pro­
gram. ' The user should normally type STOP and wait for ARPA to 
respond .with a : before typing any requests. 

I No errors made while typing requests are harmf ul . If the user 
makes an impossible request, such as disconnecting a non-existent 

• • • • 

line or querying a non- existent queue , the program will simply 
print a ? and await more input; 
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Whenever a message 1s st2.rted, its number 1s printed follo\~ed by ' 

its origin, destination and number of packets. '~enever a message 

1s received, its number is printed, followed by its destination, 
origin, and the length of time, in number of cycles, required for 

transmission. Whenever an acknowledgment of a message 1s re­
ce ived back at its orig1n, the message number and the message 

RECEIPT ACKNOWLEDGED 1s typed . 

4.0 Changing the Network 

The current network may be found on the variable ARPA. The form 
of the network 1s a l1st of lists each of the form (name X Y 
nanel ... namen); e.g., (BBN ~50 450 eMU HARV DART). name 1s the 

name of the node; X and Y, its scope coordinates . The scope is 

102l! points by l02l! pOints with (0, 0) at the center. Thus .BBN 
would be at the upper right hand corner. Following the coordi­

nates are a list of the names of the nodes to which BBN is di­

rectly connected. Redundancy is allowed but not necessary; i.e., 
if BBN is specified as connected to HARV, it is not necessary to 

also specify that HARV is connected to BBN; this is assumed. 

The program Which initializes the netwo~k is called SETUP . The 
function ARPA calls SETUP with ARPA as its single argument the 

v~ry first time ARPA is called. If the user wishes to change 
the network, he should leave the function ARPA by typing con­

trol-C, stop the display by typing HPSTOP(), and then perform E 
(SETUP network), where network is his new network . When this is 

completed; he can then call ARPA again by typing ARPA(). ARPA 
will type STORING DISPLAY ..• and will regenerate the display. 

Once this is done, the user can proceed as before with his new 
network. 
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~1 - -." <> <> . -••• 
"{!'. ~~. :~~J,: 

<> 

, 

-<> 

- ,. 
<> <> 

• . ' .. . .. 
<> <> 

:g .- - -<> <> <> -<> 

- .. - • 
u 0 <> 

PLATE 2. PHOTOGRAPH OF THE DISPLAY. 
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APPENOIX J: RES UMES OF BBN PERSONNEL 

Frank E. Heart 

Ha\olley K. Rising 

Severo M. Ornstein 

Wi-:Llia::l Cr owther 

David C. Walden 

Robert Kahn 

Robel e Vi JaeelHHIR 

Jel'll' (; 0 WIMPY 

Rel'laH to bagRe 

-,1,1 e-!t-6.nM r--A ...... Ne-Kel't'.!: i of 

Elernard Cosell 

-f'red&ri-ek-N ,....W&tlb- . 

Back.Up a~d Support P.r.o~~. l 

Jerome I . Elkind 

Daniel O. Bobrow 

Theodore R. Stro llo 

J ohn Barnaby 

Ralph Alter 

Joseph Markowit% 

She ldon Boilen 

Da niel L . Murphy 

Ralph E o UABal'R 

Renal~ bo Fpee~aR 
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